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Chapter 1. Introduction to Time Series

A time series is a set of observations obtained by measuring a single variable regularly over a period of time. In a series of inventory data, for example, the observations might represent daily inventory levels for several months. A series showing the market share of a product might consist of weekly market share taken over a few years. A series of total sales figures might consist of one observation per month for many years. What each of these examples has in common is that some variable was observed at regular, known intervals over a certain length of time. Thus, the form of the data for a typical time series is a single sequence or list of observations representing measurements taken at regular intervals.

Table 1. Daily inventory time series

<table>
<thead>
<tr>
<th>Time</th>
<th>Week</th>
<th>Day</th>
<th>Inventory level</th>
</tr>
</thead>
<tbody>
<tr>
<td>t₁</td>
<td>1</td>
<td>Monday</td>
<td>160</td>
</tr>
<tr>
<td>t₂</td>
<td>1</td>
<td>Tuesday</td>
<td>135</td>
</tr>
<tr>
<td>t₃</td>
<td>1</td>
<td>Wednesday</td>
<td>129</td>
</tr>
<tr>
<td>t₄</td>
<td>1</td>
<td>Thursday</td>
<td>122</td>
</tr>
<tr>
<td>t₅</td>
<td>1</td>
<td>Friday</td>
<td>108</td>
</tr>
<tr>
<td>t₆</td>
<td>2</td>
<td>Monday</td>
<td>150</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t₆₀</td>
<td>12</td>
<td>Friday</td>
<td>120</td>
</tr>
</tbody>
</table>

One of the most important reasons for doing time series analysis is to try to forecast future values of the series. A model of the series that explained the past values may also predict whether and how much the next few values will increase or decrease. The ability to make such predictions successfully is obviously important to any business or scientific field.

Time Series Data

Column-based data

Each time series field contains the data for a single time series. This structure is the traditional structure of time series data, as used by the Time Series Modeler procedure, the Seasonal Decomposition procedure, and the Spectral Plots procedure. For example, to define a time series in the Data Editor, click the Variable View tab and enter a variable name in any blank row. Each observation in a time series corresponds to a case (a row in the Data Editor).

If you open a spreadsheet that contains time series data, each series should be arranged in a column in the spreadsheet. If you already have a spreadsheet with time series arranged in rows, you can open it anyway and use Transpose on the Data menu to flip the rows into columns.

Multidimensional data

For multidimensional data, each time series field contains the data for multiple time series. Separate time series, within a particular field, are then identified by a set of values of categorical fields referred to as dimension fields.

For example, sales data for different regions and brands might be stored in a single sales field, so that the dimensions in this case are region and brand. Each combination of region and brand identifies a particular time series for sales. For example, in the following table, the records that have ‘north’ for region and ‘brandX’ for brand define a single time series.
Table 2. Multidimensional data

<table>
<thead>
<tr>
<th>date</th>
<th>region</th>
<th>brand</th>
<th>sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>01/01/2014</td>
<td>north</td>
<td>brandX</td>
<td>82350</td>
</tr>
<tr>
<td>01/01/2014</td>
<td>north</td>
<td>brandY</td>
<td>86380</td>
</tr>
<tr>
<td>01/01/2014</td>
<td>south</td>
<td>brandX</td>
<td>91375</td>
</tr>
<tr>
<td>01/01/2014</td>
<td>south</td>
<td>brandY</td>
<td>70320</td>
</tr>
<tr>
<td>01/02/2014</td>
<td>north</td>
<td>brandX</td>
<td>83275</td>
</tr>
<tr>
<td>01/02/2014</td>
<td>north</td>
<td>brandY</td>
<td>85260</td>
</tr>
<tr>
<td>01/02/2014</td>
<td>south</td>
<td>brandX</td>
<td>94760</td>
</tr>
<tr>
<td>01/02/2014</td>
<td>south</td>
<td>brandY</td>
<td>69870</td>
</tr>
</tbody>
</table>

Note: Data that is imported from OLAP cubes, such as from IBM® Cognos® TM1®, is represented as multidimensional data.

Data Transformations

A number of data transformation procedures that are provided in the Core system are useful in time series analysis. These transformations apply only to column-based data, where each time series field contains the data for a single time series.

- The Define Dates procedure (on the Data menu) generates date variables that are used to establish periodicity and to distinguish between historical, validation, and forecasting periods. Forecasting is designed to work with the variables created by the Define Dates procedure.

- The Create Time Series procedure (on the Transform menu) creates new time series variables as functions of existing time series variables. It includes functions that use neighboring observations for smoothing, averaging, and differencing.

- The Replace Missing Values procedure (on the Transform menu) replaces system- and user-missing values with estimates based on one of several methods. Missing data at the beginning or end of a series pose no particular problem; they simply shorten the useful length of the series. Gaps in the middle of a series (embedded missing data) can be a much more serious problem.

See the Core System User’s Guide for detailed information about data transformations for time series.

Estimation and Validation Periods

It is often useful to divide your time series into an estimation, or historical, period and a validation period. You develop a model on the basis of the observations in the estimation (historical) period and then test it to see how well it works in the validation period. By forcing the model to make predictions for points you already know (the points in the validation period), you get an idea of how well the model does at forecasting.

The cases in the validation period are typically referred to as holdout cases because they are held-back from the model-building process. Once you’re satisfied that the model does an adequate job of forecasting, you can redefine the estimation period to include the holdout cases, and then build your final model.

Building Models and Producing Forecasts

The Forecasting add-on module provides the following procedures for accomplishing the tasks of creating models and producing forecasts:
• The **Chapter 2, “Time Series Modeler,” on page 5** procedure creates models for time series, and produces forecasts. It includes an Expert Modeler that automatically determines the best model for each of your time series. For experienced analysts who want a greater degree of control, it also provides tools for custom model building.

• The **Chapter 3, “Apply Time Series Models,” on page 17** procedure applies existing time series models--created by the Time Series Modeler--to the active dataset. This allows you to obtain forecasts for series for which new or revised data are available, without rebuilding your models. If there's reason to think that a model has changed, it can be rebuilt using the Time Series Modeler.

• The **Chapter 6, “Temporal Causal Models,” on page 27** procedure builds autoregressive time series models for each target and automatically determines the best inputs that have a causal relationship with the target. The procedure produces interactive output that you can use to explore the causal relationships. The procedure can also generate forecasts, detect outliers, and determine the series that most likely causes an outlier.

• The **“Temporal Causal Model Forecasting,” on page 39** procedure applies a temporal causal model to the active dataset. You can use this procedure to obtain forecasts for series for which more current data is available, without rebuilding your models. You can also use it to determine series that most likely cause outliers that were detected by the Temporal Causal Models procedure.
Chapter 2. Time Series Modeler

The Time Series Modeler procedure estimates exponential smoothing, univariate Autoregressive Integrated Moving Average (ARIMA), and multivariate ARIMA (or transfer function models) models for time series, and produces forecasts. The procedure includes an Expert Modeler that attempts to automatically identify and estimate the best-fitting ARIMA or exponential smoothing model for one or more dependent variable series, thus eliminating the need to identify an appropriate model through trial and error. Alternatively, you can specify a custom ARIMA or exponential smoothing model.

Example. You are a product manager responsible for forecasting next month’s unit sales and revenue for each of 100 separate products, and have little or no experience in modeling time series. Your historical unit sales data for all 100 products is stored in a single Excel spreadsheet. After opening your spreadsheet in IBM SPSS® Statistics, you use the Expert Modeler and request forecasts one month into the future. The Expert Modeler finds the best model of unit sales for each of your products, and uses those models to produce the forecasts. Since the Expert Modeler can handle multiple input series, you only have to run the procedure once to obtain forecasts for all of your products. Choosing to save the forecasts to the active dataset, you can easily export the results back to Excel.

Statistics. Goodness-of-fit measures: stationary R-square, R-square (R^2), root mean square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), maximum absolute error (MaxAE), maximum absolute percentage error (MaxAPE), normalized Bayesian information criterion (BIC). Residuals: autocorrelation function, partial autocorrelation function, Ljung-Box Q. For ARIMA models: ARIMA orders for dependent variables, transfer function orders for independent variables, and outlier estimates. Also, smoothing parameter estimates for exponential smoothing models.

Plots. Summary plots across all models: histograms of stationary R-square, R-square (R^2), root mean square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), maximum absolute error (MaxAE), maximum absolute percentage error (MaxAPE), normalized Bayesian information criterion (BIC); box plots of residual autocorrelations and partial autocorrelations. Results for individual models: forecast values, fit values, observed values, upper and lower confidence limits, residual autocorrelations and partial autocorrelations.

Time Series Modeler Data Considerations

Data. The dependent variable and any independent variables should be numeric.

Assumptions. The dependent variable and any independent variables are treated as time series, meaning that each case represents a time point, with successive cases separated by a constant time interval.

• **Stationarity.** For custom ARIMA models, the time series to be modeled should be stationary. The most effective way to transform a nonstationary series into a stationary one is through a difference transformation—available from the Create Time Series dialog box.

• **Forecasts.** For producing forecasts using models with independent (predictor) variables, the active dataset should contain values of these variables for all cases in the forecast period. Additionally, independent variables should not contain any missing values in the estimation period.

Defining Dates

Although not required, it’s recommended to use the Define Dates dialog box to specify the date associated with the first case and the time interval between successive cases. This is done prior to using the Time Series Modeler and results in a set of variables that label the date associated with each case. It also sets an assumed periodicity of the data—for example, a periodicity of 12 if the time interval between successive cases is one month. This periodicity is required if you’re interested in creating seasonal models.
If you’re not interested in seasonal models and don’t require date labels on your output, you can skip the Define Dates dialog box. The label associated with each case is then simply the case number.

To Use the Time Series Modeler
1. From the menus choose:
   Analyze > Forecasting > Create Traditional Models...
2. On the Variables tab, select one or more dependent variables to be modeled.
3. From the Method drop-down box, select a modeling method. For automatic modeling, leave the default method of Expert Modeler. This will invoke the Expert Modeler to determine the best-fitting model for each of the dependent variables.

   To produce forecasts:
4. Click the Options tab.
5. Specify the forecast period. This will produce a chart that includes forecasts and observed values.

   Optionally, you can:
   • Select one or more independent variables. Independent variables are treated much like predictor variables in regression analysis but are optional. They can be included in ARIMA models but not exponential smoothing models. If you specify Expert Modeler as the modeling method and include independent variables, only ARIMA models will be considered.
   • Click Criteria to specify modeling details.
   • Save predictions, confidence intervals, and noise residuals.
   • Save the estimated models in XML format. Saved models can be applied to new or revised data to obtain updated forecasts without rebuilding models.
   • Obtain summary statistics across all estimated models.
   • Specify transfer functions for independent variables in custom ARIMA models.
   • Enable automatic detection of outliers.
   • Model specific time points as outliers for custom ARIMA models.

Modeling Methods

The available modeling methods are:

Expert Modeler. The Expert Modeler automatically finds the best-fitting model for each dependent series. If independent (predictor) variables are specified, the Expert Modeler selects, for inclusion in ARIMA models, those that have a statistically significant relationship with the dependent series. Model variables are transformed where appropriate using differencing and/or a square root or natural log transformation. By default, the Expert Modeler considers both exponential smoothing and ARIMA models. You can, however, limit the Expert Modeler to only search for ARIMA models or to only search for exponential smoothing models. You can also specify automatic detection of outliers.

Exponential Smoothing. Use this option to specify a custom exponential smoothing model. You can choose from a variety of exponential smoothing models that differ in their treatment of trend and seasonality.

ARIMA. Use this option to specify a custom ARIMA model. This involves explicitly specifying autoregressive and moving average orders, as well as the degree of differencing. You can include independent (predictor) variables and define transfer functions for any or all of them. You can also specify automatic detection of outliers or specify an explicit set of outliers.

Estimation and Forecast Periods
**Estimation Period.** The estimation period defines the set of cases used to determine the model. By default, the estimation period includes all cases in the active dataset. To set the estimation period, select **Based on time or case range** in the Select Cases dialog box. Depending on available data, the estimation period used by the procedure may vary by dependent variable and thus differ from the displayed value. For a given dependent variable, the true estimation period is the period left after eliminating any contiguous missing values of the variable occurring at the beginning or end of the specified estimation period.

**Forecast Period.** The forecast period begins at the first case after the estimation period, and by default goes through to the last case in the active dataset. You can set the end of the forecast period from the **Options** tab.

---

**Specifying Options for the Expert Modeler**

The Expert Modeler provides options for constraining the set of candidate models, specifying the handling of outliers, and including event variables.

**Model Selection and Event Specification**

The Model tab allows you to specify the types of models considered by the Expert Modeler and to specify event variables.

**Model Type.** The following options are available:

- **All models.** The Expert Modeler considers both ARIMA and exponential smoothing models.
- **Exponential smoothing models only.** The Expert Modeler only considers exponential smoothing models.
- **ARIMA models only.** The Expert Modeler only considers ARIMA models.

**Expert Modeler considers seasonal models.** This option is only enabled if a periodicity has been defined for the active dataset. When this option is selected (checked), the Expert Modeler considers both seasonal and nonseasonal models. If this option is not selected (checked), the Expert Modeler only considers nonseasonal models.

**Current Periodicity.** Indicates the periodicity (if any) currently defined for the active dataset. The current periodicity is given as an integer—for example, 12 for annual periodicity, with each case representing a month. The value **None** is displayed if no periodicity has been set. Seasonal models require a periodicity. You can set the periodicity from the Define Dates dialog box.

**Events.** Select any independent variables that are to be treated as event variables. For event variables, cases with a value of 1 indicate times at which the dependent series are expected to be affected by the event. Values other than 1 indicate no effect.

**Handling Outliers with the Expert Modeler**

The Outliers tab allows you to choose automatic detection of outliers as well as the type of outliers to detect.

**Detect outliers automatically.** By default, automatic detection of outliers is not performed. Select (check) this option to perform automatic detection of outliers, then select one or more of the following outlier types:

- Additive
- Level shift
- Innovational
- Transient
- Seasonal additive
Custom Exponential Smoothing Models

Model Type. Exponential smoothing models \(^1\) are classified as either seasonal or nonseasonal. Seasonal models are only available if a periodicity has been defined for the active dataset (see "Current Periodicity" below).

- **Simple.** This model is appropriate for series in which there is no trend or seasonality. Its only smoothing parameter is level. Simple exponential smoothing is most similar to an ARIMA model with zero orders of autoregression, one order of differencing, one order of moving average, and no constant.

- **Holt’s linear trend.** This model is appropriate for series in which there is a linear trend and no seasonality. Its smoothing parameters are level and trend, which are not constrained by each other’s values. Holt’s model is more general than Brown’s model but may take longer to compute for large series. Holt’s exponential smoothing is most similar to an ARIMA model with zero orders of autoregression, two orders of differencing, and two orders of moving average.

- **Brown’s linear trend.** This model is appropriate for series in which there is a linear trend and no seasonality. Its smoothing parameters are level and trend, which are assumed to be equal. Brown’s model is therefore a special case of Holt’s model. Brown’s exponential smoothing is most similar to an ARIMA model with zero orders of autoregression, two orders of differencing, and two orders of moving average, with the coefficient for the second order of moving average equal to the square of one-half of the coefficient for the first order.

- **Damped trend.** This model is appropriate for series with a linear trend that is dying out and with no seasonality. Its smoothing parameters are level, trend, and damping trend. Damped exponential smoothing is most similar to an ARIMA model with 1 order of autoregression, 1 order of differencing, and 2 orders of moving average.

- **Simple seasonal.** This model is appropriate for series with no trend and a seasonal effect that is constant over time. Its smoothing parameters are level and season. Simple seasonal exponential smoothing is most similar to an ARIMA model with zero orders of autoregression, one order of differencing, one order of seasonal differencing, and orders 1, \(p\), and \(p + 1\) of moving average, where \(p\) is the number of periods in a seasonal interval (for monthly data, \(p = 12\)).

- **Winters’ additive.** This model is appropriate for series with a linear trend and a seasonal effect that does not depend on the level of the series. Its smoothing parameters are level, trend, and season. Winters’ additive exponential smoothing is most similar to an ARIMA model with zero orders of autoregression, one order of differencing, one order of seasonal differencing, and \(p + 1\) orders of moving average, where \(p\) is the number of periods in a seasonal interval (for monthly data, \(p = 12\)).

- **Winters’ multiplicative.** This model is appropriate for series with a linear trend and a seasonal effect that depends on the level of the series. Its smoothing parameters are level, trend, and season. Winters’ multiplicative exponential smoothing is not similar to any ARIMA model.

Current Periodicity. Indicates the periodicity (if any) currently defined for the active dataset. The current periodicity is given as an integer—for example, 12 for annual periodicity, with each case representing a month. The value None is displayed if no periodicity has been set. Seasonal models require a periodicity. You can set the periodicity from the Define Dates dialog box.

**Dependent Variable Transformation.** You can specify a transformation performed on each dependent variable before it is modeled.

- **None.** No transformation is performed.

- **Square root.** Square root transformation.

- **Natural log.** Natural log transformation.

---

Custom ARIMA Models

The Time Series Modeler allows you to build custom nonseasonal or seasonal ARIMA (Autoregressive Integrated Moving Average) models—also known as Box-Jenkins models—with or without a fixed set of predictor variables. You can define transfer functions for any or all of the predictor variables, and specify automatic detection of outliers, or specify an explicit set of outliers.

- All independent (predictor) variables specified on the Variables tab are explicitly included in the model. This is in contrast to using the Expert Modeler where independent variables are only included if they have a statistically significant relationship with the dependent variable.

Model Specification for Custom ARIMA Models

The Model tab allows you to specify the structure of a custom ARIMA model.

ARIMA Orders. Enter values for the various ARIMA components of your model into the corresponding cells of the Structure grid. All values must be non-negative integers. For autoregressive and moving average components, the value represents the maximum order. All positive lower orders will be included in the model. For example, if you specify 2, the model includes orders 2 and 1. Cells in the Seasonal column are only enabled if a periodicity has been defined for the active dataset (see "Current Periodicity" below).

- Autoregressive (p). The number of autoregressive orders in the model. Autoregressive orders specify which previous values from the series are used to predict current values. For example, an autoregressive order of 2 specifies that the value of the series two time periods in the past be used to predict the current value.
- Difference (d). Specifies the order of differencing applied to the series before estimating models. Differencing is necessary when trends are present (series with trends are typically nonstationary and ARIMA modeling assumes stationarity) and is used to remove their effect. The order of differencing corresponds to the degree of series trend—first-order differencing accounts for linear trends, second-order differencing accounts for quadratic trends, and so on.
- Moving Average (q). The number of moving average orders in the model. Moving average orders specify how deviations from the series mean for previous values are used to predict current values. For example, moving-average orders of 1 and 2 specify that deviations from the mean value of the series from each of the last two time periods be considered when predicting current values of the series.

Seasonal Orders. Seasonal autoregressive, moving average, and differencing components play the same roles as their nonseasonal counterparts. For seasonal orders, however, current series values are affected by previous series values separated by one or more seasonal periods. For example, for monthly data (seasonal period of 12), a seasonal order of 1 means that the current series value is affected by the series value 12 periods prior to the current one. A seasonal order of 1, for monthly data, is then the same as specifying a nonseasonal order of 12.

Current Periodicity. Indicates the periodicity (if any) currently defined for the active dataset. The current periodicity is given as an integer—for example, 12 for annual periodicity, with each case representing a month. The value None is displayed if no periodicity has been set. Seasonal models require a periodicity.

You can set the periodicity from the Define Dates dialog box.

Dependent Variable Transformation. You can specify a transformation performed on each dependent variable before it is modeled.

- None. No transformation is performed.
- Square root. Square root transformation.
- Natural log. Natural log transformation.

---

Include constant in model. Inclusion of a constant is standard unless you are sure that the overall mean series value is 0. Excluding the constant is recommended when differencing is applied.

Transfer Functions in Custom ARIMA Models

The Transfer Function tab (only present if independent variables are specified) allows you to define transfer functions for any or all of the independent variables specified on the Variables tab. Transfer functions allow you to specify the manner in which past values of independent (predictor) variables are used to forecast future values of the dependent series.

Transfer Function Orders. Enter values for the various components of the transfer function into the corresponding cells of the Structure grid. All values must be non-negative integers. For numerator and denominator components, the value represents the maximum order. All positive lower orders will be included in the model. In addition, order 0 is always included for numerator components. For example, if you specify 2 for numerator, the model includes orders 2, 1, and 0. If you specify 3 for denominator, the model includes orders 3, 2, and 1. Cells in the Seasonal column are only enabled if a periodicity has been defined for the active dataset (see “Current Periodicity” below).

- Numerator. The numerator order of the transfer function. Specifies which previous values from the selected independent (predictor) series are used to predict current values of the dependent series. For example, a numerator order of 1 specifies that the value of an independent series one time period in the past—as well as the current value of the independent series—is used to predict the current value of each dependent series.
- Denominator. The denominator order of the transfer function. Specifies how deviations from the series mean, for previous values of the selected independent (predictor) series, are used to predict current values of the dependent series. For example, a denominator order of 1 specifies that deviations from the mean value of an independent series one time period in the past be considered when predicting the current value of each dependent series.
- Difference. Specifies the order of differencing applied to the selected independent (predictor) series before estimating models. Differencing is necessary when trends are present and is used to remove their effect.

Seasonal Orders. Seasonal numerator, denominator, and differencing components play the same roles as their nonseasonal counterparts. For seasonal orders, however, current series values are affected by previous series values separated by one or more seasonal periods. For example, for monthly data (seasonal period of 12), a seasonal order of 1 means that the current series value is affected by the series value 12 periods prior to the current one. A seasonal order of 1, for monthly data, is then the same as specifying a nonseasonal order of 12.

Current Periodicity. Indicates the periodicity (if any) currently defined for the active dataset. The current periodicity is given as an integer—for example, 12 for annual periodicity, with each case representing a month. The value None is displayed if no periodicity has been set. Seasonal models require a periodicity. You can set the periodicity from the Define Dates dialog box.

Delay. Setting a delay causes the independent variable’s influence to be delayed by the number of intervals specified. For example, if the delay is set to 5, the value of the independent variable at time t doesn’t affect forecasts until five periods have elapsed (t + 5).

Transformation. Specification of a transfer function, for a set of independent variables, also includes an optional transformation to be performed on those variables.

- None. No transformation is performed.
- Square root. Square root transformation.
- Natural log. Natural log transformation.
Outliers in Custom ARIMA Models

The Outliers tab provides the following choices for the handling of outliers: detect them automatically, specify particular points as outliers, or do not detect or model them.

Do not detect outliers or model them. By default, outliers are neither detected nor modeled. Select this option to disable any detection or modeling of outliers.

Detect outliers automatically. Select this option to perform automatic detection of outliers, and select one or more of the following outlier types:
- Additive
- Level shift
- Innovational
- Transient
- Seasonal additive
- Local trend
- Additive patch

Model specific time points as outliers. Select this option to specify particular time points as outliers. Use a separate row of the Outlier Definition grid for each outlier. Enter values for all of the cells in a given row.
- Type. The outlier type. The supported types are: additive (default), level shift, innovational, transient, seasonal additive, and local trend.

Note 1: If no date specification has been defined for the active dataset, the Outlier Definition grid shows the single column Observation. To specify an outlier, enter the row number (as displayed in the Data Editor) of the relevant case.

Note 2: The Cycle column (if present) in the Outlier Definition grid refers to the value of the CYCLE_ variable in the active dataset.

Output

Available output includes results for individual models as well as results calculated across all models. Results for individual models can be limited to a set of best- or poorest-fitting models based on user-specified criteria.

Statistics and Forecast Tables

The Statistics tab provides options for displaying tables of the modeling results.

Display fit measures, Ljung-Box statistic, and number of outliers by model. Select (check) this option to display a table containing selected fit measures, Ljung-Box value, and the number of outliers for each estimated model.

Fit Measures. You can select one or more of the following for inclusion in the table containing fit measures for each estimated model:
- Stationary $R^2$
- $R^2$
- Root mean square error
- Mean absolute percentage error

• Mean absolute error
• Maximum absolute percentage error
• Maximum absolute error
• Normalized BIC

Statistics for Comparing Models. This group of options controls display of tables containing statistics calculated across all estimated models. Each option generates a separate table. You can select one or more of the following options:
• **Goodness of fit.** Table of summary statistics and percentiles for stationary $R$-square, $R$-square, root mean square error, mean absolute percentage error, mean absolute error, maximum absolute percentage error, maximum absolute error, and normalized Bayesian Information Criterion.
• **Residual autocorrelation function (ACF).** Table of summary statistics and percentiles for autocorrelations of the residuals across all estimated models.
• **Residual partial autocorrelation function (PACF).** Table of summary statistics and percentiles for partial autocorrelations of the residuals across all estimated models.

Statistics for Individual Models. This group of options controls display of tables containing detailed information for each estimated model. Each option generates a separate table. You can select one or more of the following options:
• **Parameter estimates.** Displays a table of parameter estimates for each estimated model. Separate tables are displayed for exponential smoothing and ARIMA models. If outliers exist, parameter estimates for them are also displayed in a separate table.
• **Residual autocorrelation function (ACF).** Displays a table of residual autocorrelations by lag for each estimated model. The table includes the confidence intervals for the autocorrelations.
• **Residual partial autocorrelation function (PACF).** Displays a table of residual partial autocorrelations by lag for each estimated model. The table includes the confidence intervals for the partial autocorrelations.

**Display forecasts.** Displays a table of model forecasts and confidence intervals for each estimated model. The forecast period is set from the Options tab.

**Plots**
The Plots tab provides options for displaying plots of the modeling results.

Plots for Comparing Models

This group of options controls display of plots containing statistics calculated across all estimated models. Each option generates a separate plot. You can select one or more of the following options:
• Stationary $R$-square
• $R$-square
• Root mean square error
• Mean absolute percentage error
• Mean absolute error
• Maximum absolute percentage error
• Maximum absolute error
• Normalized BIC
• Residual autocorrelation function (ACF)
• Residual partial autocorrelation function (PACF)

Plots for Individual Models
Series. Select (check) this option to obtain plots of the predicted values for each estimated model. You can select one or more of the following for inclusion in the plot:

- **Observed values.** The observed values of the dependent series.
- **Forecasts.** The model predicted values for the forecast period.
- **Fit values.** The model predicted values for the estimation period.
- **Confidence intervals for forecasts.** The confidence intervals for the forecast period.
- **Confidence intervals for fit values.** The confidence intervals for the estimation period.

Residual autocorrelation function (ACF). Displays a plot of residual autocorrelations for each estimated model.

Residual partial autocorrelation function (PACF). Displays a plot of residual partial autocorrelations for each estimated model.

**Limiting Output to the Best- or Poorest-Fitting Models**

The Output Filter tab provides options for restricting both tabular and chart output to a subset of the estimated models. You can choose to limit output to the best-fitting and/or the poorest-fitting models according to fit criteria you provide. By default, all estimated models are included in the output.

**Best-fitting models.** Select (check) this option to include the best-fitting models in the output. Select a goodness-of-fit measure and specify the number of models to include. Selecting this option does not preclude also selecting the poorest-fitting models. In that case, the output will consist of the poorest-fitting models as well as the best-fitting ones.

- **Fixed number of models.** Specifies that results are displayed for the \( n \) best-fitting models. If the number exceeds the number of estimated models, all models are displayed.
- **Percentage of total number of models.** Specifies that results are displayed for models with goodness-of-fit values in the top \( n \) percent across all estimated models.

**Poorest-fitting models.** Select (check) this option to include the poorest-fitting models in the output. Select a goodness-of-fit measure and specify the number of models to include. Selecting this option does not preclude also selecting the best-fitting models. In that case, the output will consist of the best-fitting models as well as the poorest-fitting ones.

- **Fixed number of models.** Specifies that results are displayed for the \( n \) poorest-fitting models. If the number exceeds the number of estimated models, all models are displayed.
- **Percentage of total number of models.** Specifies that results are displayed for models with goodness-of-fit values in the bottom \( n \) percent across all estimated models.

**Goodness of Fit Measure.** Select the goodness-of-fit measure to use for filtering models. The default is stationary \( R^2 \).

**Saving Model Predictions and Model Specifications**

The Save tab allows you to save model predictions as new variables in the active dataset and save model specifications to an external file in XML format.

**Save Variables.** You can save model predictions, confidence intervals, and residuals as new variables in the active dataset. Each dependent series gives rise to its own set of new variables, and each new variable contains values for both the estimation and forecast periods. New cases are added if the forecast period extends beyond the length of the dependent variable series. Choose to save new variables by selecting the associated Save check box for each. By default, no new variables are saved.

- **Predicted Values.** The model predicted values.
- **Lower Confidence Limits.** Lower confidence limits for the predicted values.
- **Upper Confidence Limits.** Upper confidence limits for the predicted values.
- **Noise Residuals.** The model residuals. When transformations of the dependent variable are performed (for example, natural log), these are the residuals for the transformed series.
- **Variable Name Prefix.** Specify prefixes to be used for new variable names, or leave the default prefixes. Variable names consist of the prefix, the name of the associated dependent variable, and a model identifier. The variable name is extended if necessary to avoid variable naming conflicts. The prefix must conform to the rules for valid variable names.

**Export Model File.** Model specifications for all estimated models are exported to the specified file in XML format. Saved models can be used to obtain updated forecasts.

- **XML File.** Model specifications are saved in an XML file that can be used with IBM SPSS applications.
- **PMML File.** Model specifications are saved in a PMML-compliant XML file that can be used with PMML-compliant applications, including IBM SPSS applications.

**Options**

The Options tab allows you to set the forecast period, specify the handling of missing values, set the confidence interval width, specify a custom prefix for model identifiers, and set the number of lags shown for autocorrelations.

**Forecast Period.** The forecast period always begins with the first case after the end of the estimation period (the set of cases used to determine the model) and goes through either the last case in the active dataset or a user-specified date. By default, the end of the estimation period is the last case in the active dataset, but it can be changed from the Select Cases dialog box by selecting **Based on time or case range**.

- **First case after end of estimation period through last case in active dataset.** Select this option when the end of the estimation period is prior to the last case in the active dataset, and you want forecasts through the last case. This option is typically used to produce forecasts for a holdout period, allowing comparison of the model predictions with a subset of the actual values.
- **First case after end of estimation period through a specified date.** Select this option to explicitly specify the end of the forecast period. This option is typically used to produce forecasts beyond the end of the actual series. Enter values for all of the cells in the Date grid.

If no date specification has been defined for the active dataset, the Date grid shows the single column *Observation*. To specify the end of the forecast period, enter the row number (as displayed in the Data Editor) of the relevant case.

The *Cycle* column (if present) in the Date grid refers to the value of the *CYCLE_* variable in the active dataset.

**User-Missing Values.** These options control the handling of user-missing values.

- **Treat as invalid.** User-missing values are treated like system-missing values.
- **Treat as valid.** User-missing values are treated as valid data.

**Missing Value Policy.** The following rules apply to the treatment of missing values (includes system-missing values and user-missing values treated as invalid) during the modeling procedure:

- Cases with missing values of a dependent variable that occur within the estimation period are included in the model. The specific handling of the missing value depends on the estimation method.
- A warning is issued if an independent variable has missing values within the estimation period. For the Expert Modeler, models involving the independent variable are estimated without the variable. For custom ARIMA, models involving the independent variable are not estimated.
- If any independent variable has missing values within the forecast period, the procedure issues a warning and forecasts as far as it can.
Confidence Interval Width (%). Confidence intervals are computed for the model predictions and residual autocorrelations. You can specify any positive value less than 100. By default, a 95% confidence interval is used.

Prefix for Model Identifiers in Output. Each dependent variable specified on the Variables tab gives rise to a separate estimated model. Models are distinguished with unique names consisting of a customizable prefix along with an integer suffix. You can enter a prefix or leave the default of Model.

Maximum Number of Lags Shown in ACF and PACF Output. You can set the maximum number of lags shown in tables and plots of autocorrelations and partial autocorrelations.

TSMODEL Command Additional Features

You can customize your time series modeling if you paste your selections into a syntax window and edit the resulting TSMODEL command syntax. The command syntax language allows you to:

- Specify the seasonal period of the data (with the SEASONLENGTH keyword on the AUXILIARY subcommand). This overrides the current periodicity (if any) for the active dataset.
- Specify nonconsecutive lags for custom ARIMA and transfer function components (with the ARIMA and TRANSFERFUNCTION subcommands). For example, you can specify a custom ARIMA model with autoregressive lags of orders 1, 3, and 6; or a transfer function with numerator lags of orders 2, 5, and 8.
- Provide more than one set of modeling specifications (for example, modeling method, ARIMA orders, independent variables, and so on) for a single run of the Time Series Modeler procedure (with the MODEL subcommand).

See the Command Syntax Reference for complete syntax information.
Chapter 3. Apply Time Series Models

The Apply Time Series Models procedure loads existing time series models from an external file and applies them to the active dataset. You can use this procedure to obtain forecasts for series for which new or revised data are available, without rebuilding your models. Models are generated using the Time Series Modeler procedure.

Example. You are an inventory manager with a major retailer, and responsible for each of 5,000 products. You've used the Expert Modeler to create models that forecast sales for each product three months into the future. Your data warehouse is refreshed each month with actual sales data which you'd like to use to produce monthly updated forecasts. The Apply Time Series Models procedure allows you to accomplish this using the original models, and simply reestimating model parameters to account for the new data.

Statistics. Goodness-of-fit measures: stationary R-square, R-square (\( R^2 \)), root mean square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), maximum absolute error (MaxAE), maximum absolute percentage error (MaxAPE), normalized Bayesian information criterion (BIC). Residuals: autocorrelation function, partial autocorrelation function, Ljung-Box Q.

Plots. Summary plots across all models: histograms of stationary R-square, R-square (\( R^2 \)), root mean square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), maximum absolute error (MaxAE), maximum absolute percentage error (MaxAPE), normalized Bayesian information criterion (BIC); box plots of residual autocorrelations and partial autocorrelations. Results for individual models: forecast values, fit values, observed values, upper and lower confidence limits, residual autocorrelations and partial autocorrelations.

Apply Time Series Models Data Considerations

Data. Variables (dependent and independent) to which models will be applied should be numeric.

Assumptions. Models are applied to variables in the active dataset with the same names as the variables specified in the model. All such variables are treated as time series, meaning that each case represents a time point, with successive cases separated by a constant time interval.

- **Forecasts.** For producing forecasts using models with independent (predictor) variables, the active dataset should contain values of these variables for all cases in the forecast period. If model parameters are reestimated, then independent variables should not contain any missing values in the estimation period.

Defining Dates

The Apply Time Series Models procedure requires that the periodicity, if any, of the active dataset matches the periodicity of the models to be applied. If you're simply forecasting using the same dataset (perhaps with new or revised data) as that used to the build the model, then this condition will be satisfied. If no periodicity exists for the active dataset, you will be given the opportunity to navigate to the Define Dates dialog box to create one. If, however, the models were created without specifying a periodicity, then the active dataset should also be without one.

To Apply Models

1. From the menus choose:
   - Analyze > Forecasting > Apply Traditional Models...
2. Enter the file specification for a model file or click **Browse** and select a model file (model files are created with the Time Series Modeler procedure).
Optionally, you can:

- Reestimate model parameters using the data in the active dataset. Forecasts are created using the reestimated parameters.
- Save predictions, confidence intervals, and noise residuals.
- Save reestimated models in XML format.

Model Parameters and Goodness of Fit Measures

**Load from model file.** Forecasts are produced using the model parameters from the model file without reestimating those parameters. Goodness of fit measures displayed in output and used to filter models (best- or worst-fitting) are taken from the model file and reflect the data used when each model was developed (or last updated). With this option, forecasts do not take into account historical data—for either dependent or independent variables—in the active dataset. You must choose **Reestimate from data** if you want historical data to impact the forecasts. In addition, forecasts do not take into account values of the dependent series in the forecast period—but they do take into account values of independent variables in the forecast period. If you have more current values of the dependent series and want them to be included in the forecasts, you need to reestimate, adjusting the estimation period to include these values.

**Reestimate from data.** Model parameters are reestimated using the data in the active dataset. Reestimation of model parameters has no effect on model structure. For example, an ARIMA(1,0,1) model will remain so, but the autoregressive and moving-average parameters will be reestimated. Reestimation does not result in the detection of new outliers. Outliers, if any, are always taken from the model file.

- **Estimation Period.** The estimation period defines the set of cases used to reestimate the model parameters. By default, the estimation period includes all cases in the active dataset. To set the estimation period, select **Based on time or case range** in the Select Cases dialog box. Depending on available data, the estimation period used by the procedure may vary by model and thus differ from the displayed value. For a given model, the true estimation period is the period left after eliminating any contiguous missing values, from the model's dependent variable, occurring at the beginning or end of the specified estimation period.

Forecast Period

The forecast period for each model always begins with the first case after the end of the estimation period and goes through either the last case in the active dataset or a user-specified date. If parameters are not reestimated (this is the default), then the estimation period for each model is the set of cases used when the model was developed (or last updated).

- **First case after end of estimation period through last case in active dataset.** Select this option when the end of the estimation period is prior to the last case in the active dataset, and you want forecasts through the last case.
- **First case after end of estimation period through a specified date.** Select this option to explicitly specify the end of the forecast period. Enter values for all of the cells in the Date grid.

If no date specification has been defined for the active dataset, the Date grid shows the single column **Observation**. To specify the end of the forecast period, enter the row number (as displayed in the Data Editor) of the relevant case.

The **Cycle** column (if present) in the Date grid refers to the value of the **CYCLE** variable in the active dataset.

Output

Available output includes results for individual models as well as results across all models. Results for individual models can be limited to a set of best- or poorest-fitting models based on user-specified criteria.
Statistics and Forecast Tables

The Statistics tab provides options for displaying tables of model fit statistics, model parameters, autocorrelation functions, and forecasts. Unless model parameters are reestimated (Reestimate from data on the Models tab), displayed values of fit measures, Ljung-Box values, and model parameters are those from the model file and reflect the data used when each model was developed (or last updated). Outlier information is always taken from the model file.

Display fit measures, Ljung-Box statistic, and number of outliers by model. Select (check) this option to display a table containing selected fit measures, Ljung-Box value, and the number of outliers for each model.

Fit Measures. You can select one or more of the following for inclusion in the table containing fit measures for each model:

- Stationary $R$-square
- $R$-square
- Root mean square error
- Mean absolute percentage error
- Mean absolute error
- Maximum absolute percentage error
- Maximum absolute error
- Normalized BIC

Statistics for Comparing Models. This group of options controls the display of tables containing statistics across all models. Each option generates a separate table. You can select one or more of the following options:

- **Goodness of fit.** Table of summary statistics and percentiles for stationary $R$-square, $R$-square, root mean square error, mean absolute percentage error, mean absolute error, maximum absolute percentage error, maximum absolute error, and normalized Bayesian Information Criterion.

- **Residual autocorrelation function (ACF).** Table of summary statistics and percentiles for autocorrelations of the residuals across all estimated models. This table is only available if model parameters are reestimated (Reestimate from data on the Models tab).

- **Residual partial autocorrelation function (PACF).** Table of summary statistics and percentiles for partial autocorrelations of the residuals across all estimated models. This table is only available if model parameters are reestimated (Reestimate from data on the Models tab).

Statistics for Individual Models. This group of options controls display of tables containing detailed information for each model. Each option generates a separate table. You can select one or more of the following options:

- **Parameter estimates.** Displays a table of parameter estimates for each model. Separate tables are displayed for exponential smoothing and ARIMA models. If outliers exist, parameter estimates for them are also displayed in a separate table.

- **Residual autocorrelation function (ACF).** Displays a table of residual autocorrelations by lag for each estimated model. The table includes the confidence intervals for the autocorrelations. This table is only available if model parameters are reestimated (Reestimate from data on the Models tab).

- **Residual partial autocorrelation function (PACF).** Displays a table of residual partial autocorrelations by lag for each estimated model. The table includes the confidence intervals for the partial autocorrelations. This table is only available if model parameters are reestimated (Reestimate from data on the Models tab).

Display forecasts. Displays a table of model forecasts and confidence intervals for each model.
Plots

The Plots tab provides options for displaying plots of model fit statistics, autocorrelation functions, and series values (including forecasts).

Plots for Comparing Models

This group of options controls the display of plots containing statistics across all models. Unless model parameters are reestimated (Reestimate from data on the Models tab), displayed values are those from the model file and reflect the data used when each model was developed (or last updated). In addition, autocorrelation plots are only available if model parameters are reestimated. Each option generates a separate plot. You can select one or more of the following options:

- Stationary R-square
- R-square
- Root mean square error
- Mean absolute percentage error
- Mean absolute error
- Maximum absolute percentage error
- Maximum absolute error
- Normalized BIC
- Residual autocorrelation function (ACF)
- Residual partial autocorrelation function (PACF)

Plots for Individual Models

Series. Select (check) this option to obtain plots of the predicted values for each model. Observed values, fit values, confidence intervals for fit values, and autocorrelations are only available if model parameters are reestimated (Reestimate from data on the Models tab). You can select one or more of the following for inclusion in the plot:

- Observed values. The observed values of the dependent series.
- Forecasts. The model predicted values for the forecast period.
- Fit values. The model predicted values for the estimation period.
- Confidence intervals for forecasts. The confidence intervals for the forecast period.
- Confidence intervals for fit values. The confidence intervals for the estimation period.

Residual autocorrelation function (ACF). Displays a plot of residual autocorrelations for each estimated model.

Residual partial autocorrelation function (PACF). Displays a plot of residual partial autocorrelations for each estimated model.

Limiting Output to the Best- or Poorest-Fitting Models

The Output Filter tab provides options for restricting both tabular and chart output to a subset of models. You can choose to limit output to the best-fitting and/or the poorest-fitting models according to fit criteria you provide. By default, all models are included in the output. Unless model parameters are reestimated (Reestimate from data on the Models tab), values of fit measures used for filtering models are those from the model file and reflect the data used when each model was developed (or last updated).

Best-fitting models. Select (check) this option to include the best-fitting models in the output. Select a goodness-of-fit measure and specify the number of models to include. Selecting this option does not
preclude also selecting the poorest-fitting models. In that case, the output will consist of the poorest-fitting models as well as the best-fitting ones.

- **Fixed number of models.** Specifies that results are displayed for the $n$ best-fitting models. If the number exceeds the total number of models, all models are displayed.

- **Percentage of total number of models.** Specifies that results are displayed for models with goodness-of-fit values in the top $n$ percent across all models.

**Poorest-fitting models.** Select (check) this option to include the poorest-fitting models in the output. Select a goodness-of-fit measure and specify the number of models to include. Selecting this option does not preclude also selecting the best-fitting models. In that case, the output will consist of the best-fitting models as well as the poorest-fitting ones.

- **Fixed number of models.** Specifies that results are displayed for the $n$ poorest-fitting models. If the number exceeds the total number of models, all models are displayed.

- **Percentage of total number of models.** Specifies that results are displayed for models with goodness-of-fit values in the bottom $n$ percent across all models.

**Goodness of Fit Measure.** Select the goodness-of-fit measure to use for filtering models. The default is stationary $R$-square.

---

**Saving Model Predictions and Model Specifications**

The Save tab allows you to save model predictions as new variables in the active dataset and save model specifications to an external file in XML format.

**Save Variables.** You can save model predictions, confidence intervals, and residuals as new variables in the active dataset. Each model gives rise to its own set of new variables. New cases are added if the forecast period extends beyond the length of the dependent variable series associated with the model. Unless model parameters are reestimated (Reestimate from data on the Models tab), predicted values and confidence limits are only created for the forecast period. Choose to save new variables by selecting the associated Save check box for each. By default, no new variables are saved.

- **Predicted Values.** The model predicted values.
- **Lower Confidence Limits.** Lower confidence limits for the predicted values.
- **Upper Confidence Limits.** Upper confidence limits for the predicted values.
- **Noise Residuals.** The model residuals. When transformations of the dependent variable are performed (for example, natural log), these are the residuals for the transformed series. This choice is only available if model parameters are reestimated (Reestimate from data on the Models tab).
- **Variable Name Prefix.** Specify prefixes to be used for new variable names or leave the default prefixes. Variable names consist of the prefix, the name of the associated dependent variable, and a model identifier. The variable name is extended if necessary to avoid variable naming conflicts. The prefix must conform to the rules for valid variable names.

**Export Model File** Model specifications, containing reestimated parameters and fit statistics, are exported to the specified file in XML format. This option is only available if model parameters are reestimated (Reestimate from data on the Models tab).

- **XML File.** Model specifications are saved in an XML file that can be used with IBM SPSS applications.
- **PMML File.** Model specifications are saved in a PMML-compliant XML file that can be used with PMML-compliant applications, including IBM SPSS applications.
Options

The Options tab allows you to specify the handling of missing values, set the confidence interval width, and set the number of lags shown for autocorrelations.

User-Missing Values. These options control the handling of user-missing values.
- **Treat as invalid.** User-missing values are treated like system-missing values.
- **Treat as valid.** User-missing values are treated as valid data.

Missing Value Policy. The following rules apply to the treatment of missing values (includes system-missing values and user-missing values treated as invalid):
- Cases with missing values of a dependent variable that occur within the estimation period are included in the model. The specific handling of the missing value depends on the estimation method.
- For ARIMA models, a warning is issued if a predictor has any missing values within the estimation period. Any models involving the predictor are not reestimated.
- If any independent variable has missing values within the forecast period, the procedure issues a warning and forecasts as far as it can.

Confidence Interval Width (%). Confidence intervals are computed for the model predictions and residual autocorrelations. You can specify any positive value less than 100. By default, a 95% confidence interval is used.

Maximum Number of Lags Shown in ACF and PACF Output. You can set the maximum number of lags shown in tables and plots of autocorrelations and partial autocorrelations. This option is only available if model parameters are reestimated (Reestimate from data on the Models tab).

**TSAPPLY Command Additional Features**

Additional features are available if you paste your selections into a syntax window and edit the resulting TSAPPLY command syntax. The command syntax language allows you to:
- Specify that only a subset of the models in a model file are to be applied to the active dataset (with the DROP and KEEP keywords on the MODEL subcommand).
- Apply models from two or more model files to your data (with the MODEL subcommand). For example, one model file might contain models for series that represent unit sales, and another might contain models for series that represent revenue.

See the Command Syntax Reference for complete syntax information.
Chapter 4. Seasonal Decomposition

The Seasonal Decomposition procedure decomposes a series into a seasonal component, a combined trend and cycle component, and an "error" component. The procedure is an implementation of the Census Method I, otherwise known as the ratio-to-moving-average method.

Example. A scientist is interested in analyzing monthly measurements of the ozone level at a particular weather station. The goal is to determine if there is any trend in the data. In order to uncover any real trend, the scientist first needs to account for the variation in readings due to seasonal effects. The Seasonal Decomposition procedure can be used to remove any systematic seasonal variations. The trend analysis is then performed on a seasonally adjusted series.

Statistics. The set of seasonal factors.

Seasonal Decomposition Data Considerations

Data. The variables should be numeric.

Assumptions. The variables should not contain any embedded missing data. At least one periodic date component must be defined.

Estimating Seasonal Factors
1. From the menus choose:
   Analyze > Forecasting > Seasonal Decomposition...
2. Select one or more variables from the available list and move them into the Variable(s) list. Note that the list includes only numeric variables.

Model Type. The Seasonal Decomposition procedure offers two different approaches for modeling the seasonal factors: multiplicative or additive.

- **Multiplicative.** The seasonal component is a factor by which the seasonally adjusted series is multiplied to yield the original series. In effect, seasonal components that are proportional to the overall level of the series. Observations without seasonal variation have a seasonal component of 1.

- **Additive.** The seasonal adjustments are added to the seasonally adjusted series to obtain the observed values. This adjustment attempts to remove the seasonal effect from a series in order to look at other characteristics of interest that may be "masked" by the seasonal component. In effect, seasonal components that do not depend on the overall level of the series. Observations without seasonal variation have a seasonal component of 0.

Moving Average Weight. The Moving Average Weight options allow you to specify how to treat the series when computing moving averages. These options are available only if the periodicity of the series is even. If the periodicity is odd, all points are weighted equally.

- **All points equal.** Moving averages are calculated with a span equal to the periodicity and with all points weighted equally. This method is always used if the periodicity is odd.

- **Endpoints weighted by .5.** Moving averages for series with even periodicity are calculated with a span equal to the periodicity plus 1 and with the endpoints of the span weighted by 0.5.

Optionally, you can:
- Click **Save** to specify how new variables should be saved.
Seasonal Decomposition Save

**Create Variables.** Allows you to choose how to treat new variables.

- *Add to file.* The new series created by Seasonal Decomposition are saved as regular variables in your active dataset. Variable names are formed from a three-letter prefix, an underscore, and a number.

- *Replace existing.* The new series created by Seasonal Decomposition are saved as temporary variables in your active dataset. At the same time, any existing temporary variables created by the Forecasting procedures are dropped. Variable names are formed from a three-letter prefix, a pound sign (#), and a number.

- *Do not create.* The new series are not added to the active dataset.

**New Variable Names**

The Seasonal Decomposition procedure creates four new variables (series), with the following three-letter prefixes, for each series specified:

**SAF.** Seasonal adjustment factors. These values indicate the effect of each period on the level of the series.

**SAS.** Seasonally adjusted series. These are the values obtained after removing the seasonal variation of a series.

**STC.** Smoothed trend-cycle components. These values show the trend and cyclical behavior present in the series.

**ERR.** Residual or "error" values. The values that remain after the seasonal, trend, and cycle components have been removed from the series.

**SEASON Command Additional Features**

The command syntax language also allows you to:

- Specify any periodicity within the SEASON command rather than select one of the alternatives offered by the Define Dates procedure.

See the *Command Syntax Reference* for complete syntax information.
Chapter 5. Spectral Plots

The Spectral Plots procedure is used to identify periodic behavior in time series. Instead of analyzing the variation from one time point to the next, it analyzes the variation of the series as a whole into periodic components of different frequencies. Smooth series have stronger periodic components at low frequencies; random variation ("white noise") spreads the component strength over all frequencies.

Series that include missing data cannot be analyzed with this procedure.

Example. The rate at which new houses are constructed is an important barometer of the state of the economy. Data for housing starts typically exhibit a strong seasonal component. But are there longer cycles present in the data that analysts need to be aware of when evaluating current figures?

Statistics. Sine and cosine transforms, periodogram value, and spectral density estimate for each frequency or period component. When bivariate analysis is selected: real and imaginary parts of cross-periodogram, cospectral density, quadrature spectrum, gain, squared coherency, and phase spectrum for each frequency or period component.

Plots. For univariate and bivariate analyses: periodogram and spectral density. For bivariate analyses: squared coherency, quadrature spectrum, cross amplitude, cospectral density, phase spectrum, and gain.

Spectral Plots Data Considerations

Data. The variables should be numeric.

Assumptions. The variables should not contain any embedded missing data. The time series to be analyzed should be stationary and any non-zero mean should be subtracted out from the series.

• Stationary. A condition that must be met by the time series to which you fit an ARIMA model. Pure MA series will be stationary; however, AR and ARMA series might not be. A stationary series has a constant mean and a constant variance over time.

Obtaining a Spectral Analysis

1. From the menus choose:
   Analysis > Time Series > Spectral Analysis...

2. Select one or more variables from the available list and move them to the Variable(s) list. Note that the list includes only numeric variables.

3. Select one of the Spectral Window options to choose how to smooth the periodogram in order to obtain a spectral density estimate. Available smoothing options are Tukey-Hamming, Tukey, Parzen, Bartlett, Daniell (Unit), and None.

• Tukey-Hamming. The weights are \( W_k = 0.54D_p(2 \pi f_k) + 0.23D_p (2 \pi f_k + \pi/p) + 0.23D_p (2 \pi f_k - \pi/p), \) for \( k = 0, ..., p, \) where \( p \) is the integer part of half the span and \( D_p \) is the Dirichlet kernel of order \( p. \)

• Tukey. The weights are \( W_k = 0.5D_p(2 \pi f_k) + 0.25D_p (2 \pi f_k + \pi/p) + 0.25D_p(2 \pi f_k - \pi/p), \) for \( k = 0, ..., p, \) where \( p \) is the integer part of half the span and \( D_p \) is the Dirichlet kernel of order \( p. \)

• Parzen. The weights are \( W_k = 1/p(2 + \cos(2 \pi f_k)) (F[p/2] (2 \pi f_k))^{**2}, \) for \( k = 0, ... p, \) where \( p \) is the integer part of half the span and \( F[p/2] \) is the Fejer kernel of order \( p/2. \)

• Bartlett. The shape of a spectral window for which the weights of the upper half of the window are computed as \( W_k = F_p (2^*pi*f_k), \) for \( k = 0, ... p, \) where \( p \) is the integer part of half the span and \( F_p \) is the Fejer kernel of order \( p. \) The lower half is symmetric with the upper half.

• Daniell (Unit). The shape of a spectral window for which the weights are all equal to 1.
• **None.** No smoothing. If this option is chosen, the spectral density estimate is the same as the periodogram.

**Span.** The range of consecutive values across which the smoothing is carried out. Generally, an odd integer is used. Larger spans smooth the spectral density plot more than smaller spans.

**Center variables.** Adjusts the series to have a mean of 0 before calculating the spectrum and to remove the large term that may be associated with the series mean.

**Bivariate analysis—first variable with each.** If you have selected two or more variables, you can select this option to request bivariate spectral analyses.
• The first variable in the Variable(s) list is treated as the independent variable, and all remaining variables are treated as dependent variables.
• Each series after the first is analyzed with the first series independently of other series named. Univariate analyses of each series are also performed.

**Plot.** Periodogram and spectral density are available for both univariate and bivariate analyses. All other choices are available only for bivariate analyses.
• **Periodogram.** Unsmoothed plot of spectral amplitude (plotted on a logarithmic scale) against either frequency or period. Low-frequency variation characterizes a smooth series. Variation spread evenly across all frequencies indicates "white noise."
• **Squared coherency.** The product of the gains of the two series.
• **Quadrature spectrum.** The imaginary part of the cross-periodogram, which is a measure of the correlation of the out-of-phase frequency components of two time series. The components are out of phase by \( \pi/2 \) radians.
• **Cross amplitude.** The square root of the sum of the squared cospectral density and the squared quadrature spectrum.
• **Spectral density.** A periodogram that has been smoothed to remove irregular variation.
• **Cospectral density.** The real part of the cross-periodogram, which is a measure of the correlation of the in-phase frequency components of two time series.
• **Phase spectrum.** A measure of the extent to which each frequency component of one series leads or lags the other.
• **Gain.** The quotient of dividing the cross amplitude by the spectral density for one of the series. Each of the two series has its own gain value.

**By frequency.** All plots are produced by frequency, ranging from frequency 0 (the constant or mean term) to frequency 0.5 (the term for a cycle of two observations).

**By period.** All plots are produced by period, ranging from 2 (the term for a cycle of two observations) to a period equal to the number of observations (the constant or mean term). Period is displayed on a logarithmic scale.

---

**SPECTRA Command Additional Features**

The command syntax language also allows you to:
• Save computed spectral analysis variables to the active dataset for later use.
• Specify custom weights for the spectral window.
• Produce plots by both frequency and period.
• Print a complete listing of each value shown in the plot.

See the **Command Syntax Reference** for complete syntax information.
Chapter 6. Temporal Causal Models

Temporal causal modeling attempts to discover key causal relationships in time series data. In temporal causal modeling, you specify a set of target series and a set of candidate inputs to those targets. The procedure then builds an autoregressive time series model for each target and includes only those inputs that have a causal relationship with the target. This approach differs from traditional time series modeling where you must explicitly specify the predictors for a target series. Since temporal causal modeling typically involves building models for multiple related time series, the result is referred to as a model system.

In the context of temporal causal modeling, the term causal refers to Granger causality. A time series X is said to "Granger cause" another time series Y if regressing for Y in terms of past values of both X and Y results in a better model for Y than regressing only on past values of Y.

Examples

Business decision makers can use temporal causal modeling to uncover causal relationships within a large set of time-based metrics that describe the business. The analysis might reveal a few controllable inputs, which have the largest impact on key performance indicators.

Managers of large IT systems can use temporal causal modeling to detect anomalies in a large set of interrelated operational metrics. The causal model then allows going beyond anomaly detection and discovering the most likely root causes of the anomalies.

Field requirements

There must be at least one target. By default, fields with a predefined role of None are not used.

Data structure

Temporal causal modeling supports two types of data structures.

Column-based data

For column-based data, each time series field contains the data for a single time series. This structure is the traditional structure of time series data, as used by the Time Series Modeler.

Multidimensional data

For multidimensional data, each time series field contains the data for multiple time series. Separate time series, within a particular field, are then identified by a set of values of categorical fields referred to as dimension fields. For example, sales data for two different sales channels (retail and web) might be stored in a single sales field. A dimension field that is named channel, with values ‘retail’ and ‘web’, identifies the records that are associated with each of the two sales channels.

To Obtain a Temporal Causal Model

This feature requires the Statistics Forecasting option.

From the menus, choose:

**Analyze > Forecasting > Create Temporal Causal Models...**

1. If the observations are defined by a date/time field, then specify the field.
2. If the data are multidimensional, then specify the dimension fields that identify the time series.
• The specified order of the dimension fields defines the order in which they appear in all subsequent dialogs and output. Use the up and down arrow buttons to reorder the dimension fields.

• You can specify subsets of dimension values that limit the analysis to particular values of the dimension fields. For example, if you have dimensions for region and brand, you can limit the analysis to a specific region. Dimension subsets apply to all metric fields used in the analysis.

• You can also customize the analysis by specifying dimension values by role at the metric field level. For example, if you have a dimension for sales channel (with values 'retail' and 'web') and metrics for sales and advertising in those channels, then you can specify web advertising as an input for both retail and web sales. By default, this type of customization is enabled and limited to selecting from up to a specified number of distinct values (250 by default) of each dimension field.

3. Click Continue.

Note: Steps 1, 2 and 3 do not apply if the active dataset has a date specification. Date specifications are created from the Define Dates dialog or the DATE command.

4. Click Fields to specify the time series to include in the model and to specify how the observations are defined. At least one field must be specified as either a target or as both an input and a target.

5. Click Data Specifications to specify optional settings that include the time interval for analysis, aggregation and distribution settings, and handling of missing values.

6. Click Build Options to define the estimation period, specify the content of the output, and specify build settings such as the maximum number of inputs per target.

7. Click Model Options to request forecasts, save predictions, and export the model system to an external file.

8. Click Run to run the procedure.

**Time Series to Model**

On the Fields tab, use the Time Series settings to specify the series to include in the model system.

For column-based data, the term series has the same meaning as the term field. For multidimensional data, fields that contain time series are referred to as metric fields. A time series, for multidimensional data, is defined by a metric field and a value for each of the dimension fields. The following considerations apply to both column-based and multidimensional data.

• Series that are specified as candidate inputs or as both target and input are considered for inclusion in the model for each target. The model for each target always includes lagged values of the target itself.

• Series that are specified as forced inputs are always included in the model for each target.

• At least one series must be specified as either a target or as both target and input.

• When Use predefined roles is selected, fields that have a role of Input are set as candidate inputs. No predefined role maps to a forced input.

**Multidimensional data**

For multidimensional data, you specify metric fields and associated roles in a grid, where each row in the grid specifies a single metric and role. By default, the model system includes series for all combinations of the dimension fields for each row in the grid. For example, if there are dimensions for region and brand then, by default, specifying the metric sales as a target means that there is a separate sales target series for each combination of region and brand.

For each row in the grid, you can customize the set of values for any of the dimension fields by clicking the ellipsis button for a dimension. This action opens the Select Dimension Values subdialog. You can also add, delete, or copy grid rows.
The **Series Count** column displays the number of sets of dimension values that are currently specified for the associated metric. The displayed value can be larger than the actual number of series (one series per set). This condition occurs when some of the specified combinations of dimension values do not correspond to series contained by the associated metric.

**Select Dimension Values**

For multidimensional data, you can customize the analysis by specifying which dimension values apply to a particular metric field with a particular role. For example, if `sales` is a metric field and `channel` is a dimension with values ‘retail’ and ‘web’, you can specify that ‘web’ sales is an input and ‘retail’ sales is a target. You can also specify dimension subsets that apply to all metric fields used in the analysis. For example, if `region` is a dimension field that indicates geographical region, then you can limit the analysis to particular regions.

**All values**

- Specifies that all values of the current dimension field are included. This option is the default.

**Select values to include or exclude**

- Use this option to specify the set of values for the current dimension field. When *Include* is selected for the **Mode**, only values that are specified in the *Selected values* list are included.
- When *Exclude* is selected for the **Mode**, all values other than the values that are specified in the *Selected values* list are included.

You can filter the set of values from which to choose. Values that meet the filter condition appear in the *Matched* tab and values that do not meet the filter condition appear in the *Unmatched* tab of the *Unselected values* list. The *All* tab lists all unselected values, regardless of any filter condition.

- You can use asterisks (*) to indicate wildcard characters when you specify a filter.
- To clear the current filter, specify an empty value for the search term on the Filter Displayed Values dialog.

**Observations**

On the Fields tab, use the **Observations** settings to specify the fields that define the observations.

**Note:** If the active dataset has a date specification, then the observations are defined by the date specification and cannot be modified in the temporal causal modeling procedure. Date specifications are created from the Define Dates dialog or the *DATE* command.

**Observations that are defined by date/times**

You can specify that the observations are defined by a field with a date, time, or datetime format, or by a string field that represents a date/time. String fields can represent a date in YYYY-MM-DD format, a time in HH:MM:SS format, or a datetime in YYYY-MM-DD HH:MM:SS format. Leading zeros can be omitted, in the string representation. For example, the string 2014-9-01 is equivalent to 2014-09-01.

In addition to the field that defines the observations, select the appropriate time interval that describes the observations. Depending on the specified time interval, you can also specify other settings, such as the interval between observations (increment) or the number of days per week. The following considerations apply to the time interval:

- Use the value *Irregular* when the observations are irregularly spaced in time, such as the time at which a sales order is processed. When *Irregular* is selected, you must specify the time interval that is used for the analysis, from the *Time Interval* settings on the Data Specifications tab.
- When the observations represent a date and time and the time interval is hours, minutes, or seconds, then use *Hours per day*, *Minutes per day*, or *Seconds per day*. When the
observations represent a time (duration) without reference to a date and the time interval is hours, minutes, or seconds, then use Hours (non-periodic), Minutes (non-periodic), or Seconds (non-periodic).

- Based on the selected time interval, the procedure can detect missing observations. Detecting missing observations is necessary since the procedure assumes that all observations are equally spaced in time and that there are no missing observations. For example, if the time interval is Days and the date 2014-10-27 is followed by 2014-10-29, then there is a missing observation for 2014-10-28. Values are imputed for any missing observations. Settings for handling missing values can be specified from the Data Specifications tab.

- The specified time interval allows the procedure to detect multiple observations in the same time interval that need to be aggregated together and to align observations on an interval boundary, such as the first of the month, to ensure that the observations are equally spaced. For example, if the time interval is Months, then multiple dates in the same month are aggregated together. This type of aggregation is referred to as grouping. By default, observations are summed when grouped. You can specify a different method for grouping, such as the mean of the observations, from the Aggregation and Distribution settings on the Data Specifications tab.

- For some time intervals, the additional settings can define breaks in the normal equally spaced intervals. For example, if the time interval is Days, but only weekdays are valid, you can specify that there are five days in a week, and the week begins on Monday.

**Observations that are defined by periods or cyclic periods**

Observations can be defined by one or more integer fields that represent periods or repeating cycles of periods, up to an arbitrary number of cycle levels. With this structure, you can describe series of observations that don't fit one of the standard time intervals. For example, a fiscal year with only 10 months can be described with a cycle field that represents years and a period field that represents months, where the length of one cycle is 10.

Fields that specify cyclic periods define a hierarchy of periodic levels, where the lowest level is defined by the Period field. The next highest level is specified by a cycle field whose level is 1, followed by a cycle field whose level is 2, and so on. Field values for each level, except the highest, must be periodic with respect to the next highest level. Values for the highest level cannot be periodic. For example, in the case of the 10-month fiscal year, months are periodic within years and years are not periodic.

- The length of a cycle at a particular level is the periodicity of the next lowest level. For the fiscal year example, there is only one cycle level and the cycle length is 10 since the next lowest level represents months and there are 10 months in the specified fiscal year.

- Specify the starting value for any periodic field that does not start from 1. This setting is necessary for detecting missing values. For example, if a periodic field starts from 2 but the starting value is specified as 1, then the procedure assumes that there is a missing value for the first period in each cycle of that field.

**Observations that are defined by record order**

For column-based data, you can specify that the observations are defined by record order so that the first record represents the first observation, the second record represents the second observation, and so on. It is then assumed that the records represent observations that are equally spaced in time.

**Time Interval for Analysis**

The time interval that is used for the analysis can differ from the time interval of the observations. For example, if the time interval of the observations is Days, you might choose Months for the time interval for analysis. The data are then aggregated from daily to monthly data before the model is built. You can also choose to distribute the data from a longer to a shorter time interval. For example, if the observations are quarterly then you can distribute the data from quarterly to monthly data.
The available choices for the time interval at which the analysis is done depend on how the observations are defined and the time interval of those observations. In particular, when the observations are defined by cyclic periods or when a date specification is defined for the active dataset, then only aggregation is supported. In that case, the time interval of the analysis must be greater than or equal to the time interval of the observations.

The time interval for the analysis is specified from the **Time Interval** settings on the Data Specifications tab. The method by which the data are aggregated or distributed is specified from the **Aggregation and Distribution** settings on the Data Specifications tab.

---

**Aggregation and Distribution**

**Aggregation functions**
When the time interval that is used for the analysis is longer than the time interval of the observations, the input data are aggregated. For example, aggregation is done when the time interval of the observations is Days and the time interval for analysis is Months. The following aggregation functions are available: mean, sum, mode, min, or max.

**Distribution functions**
When the time interval that is used for the analysis is shorter than the time interval of the observations, the input data are distributed. For example, distribution is done when the time interval of the observations is Quarters and the time interval for analysis is Months. The following distribution functions are available: mean or sum.

**Grouping functions**
Grouping is applied when observations are defined by date/times and multiple observations occur in the same time interval. For example, if the time interval of the observations is Months, then multiple dates in the same month are grouped and associated with the month in which they occur. The following grouping functions are available: mean, sum, mode, min, or max. Grouping is always done when the observations are defined by date/times and the time interval of the observations is specified as Irregular.

**Note:** Although grouping is a form of aggregation, it is done before any handling of missing values whereas formal aggregation is done after any missing values are handled. When the time interval of the observations is specified as Irregular, aggregation is done only with the grouping function.

**Aggregate cross-day observations to previous day**
Specifies whether observations with times that cross a day boundary are aggregated to the values for the previous day. For example, for hourly observations with an eight-hour day that starts at 20:00, this setting specifies whether observations between 00:00 and 04:00 are included in the aggregated results for the previous day. This setting applies only if the time interval of the observations is Hours per day, Minutes per day or Seconds per day and the time interval for analysis is Days.

**Custom settings for specified fields**
You can specify aggregation, distribution, and grouping functions on a field by field basis. These settings override the default settings for the aggregation, distribution, and grouping functions.

---

**Missing Values**

Missing values in the input data are replaced with an imputed value. The following replacement methods are available:

**Linear interpolation**
Replaces missing values by using a linear interpolation. The last valid value before the missing
value and the first valid value after the missing value are used for the interpolation. If the first or last observation in the series has a missing value, then the two nearest non-missing values at the beginning or end of the series are used.

**Series mean**
Replaces missing values with the mean for the entire series.

**Mean of nearby points**
Replaces missing values with the mean of valid surrounding values. The span of nearby points is the number of valid values before and after the missing value that are used to compute the mean.

**Median of nearby points**
Replaces missing values with the median of valid surrounding values. The span of nearby points is the number of valid values before and after the missing value that are used to compute the median.

**Linear trend**
This option uses all non-missing observations in the series to fit a simple linear regression model, which is then used to impute the missing values.

Other settings:

**Maximum percentage of missing values (%)**
Specifies the maximum percentage of missing values that are allowed for any series. Series with more missing values than the specified maximum are excluded from the analysis.

**User-missing values**
This option specifies whether user-missing values are treated as valid data and therefore included in the series. By default, user-missing values are excluded and are treated like system-missing values, which are then imputed.

---

**General Data Options**

**Maximum number of distinct values per dimension field**
This setting applies to multidimensional data and specifies the maximum number of distinct values that are allowed for any one dimension field. By default, this limit is set to 10000 but it can be increased to an arbitrarily large number.

---

**General Build Options**

**Confidence interval width (%)**
This setting controls the confidence intervals for both forecasts and model parameters. You can specify any positive value less than 100. By default, a 95% confidence interval is used.

**Maximum number of inputs for each target**
This setting specifies the maximum number of inputs that are allowed in the model for each target. You can specify an integer in the range 1 - 20. The model for each target always includes lagged values of itself, so setting this value to 1 specifies that the only input is the target itself.

**Model tolerance**
This setting controls the iterative process that is used for determining the best set of inputs for each target. You can specify any value that is greater than zero. The default is 0.001.

**Outlier threshold (%)**
An observation is flagged as an outlier if the probability, as calculated from the model, that it is an outlier exceeds this threshold. You can specify a value in the range 50 - 100.

**Number of Lags for Each Input**
This setting specifies the number of lag terms for each input in the model for each target. By default, the number of lag terms is automatically determined from the time interval that is used for the analysis. For example, if the time interval is months (with an increment of one month)
then the number of lags is 12. Optionally, you can explicitly specify the number of lags. The specified value must be an integer in the range 1 - 20.

Series to Display

These options specify the series (targets or inputs) for which output is displayed. The content of the output for the specified series is determined by the Output Options settings.

Display targets associated with best-fitting models
By default, output is displayed for the targets that are associated with the 10 best-fitting models, as determined by the R square value. You can specify a different fixed number of best-fitting models or you can specify a percentage of best-fitting models. You can also choose from the following goodness of fit measures:

R square
Goodness-of-fit measure of a linear model, sometimes called the coefficient of determination. It is the proportion of variation in the target variable explained by the model. It ranges in value from 0 to 1. Small values indicate that the model does not fit the data well.

Root mean square percentage error
A measure of how much the model-predicted values differ from the observed values of the series. It is independent of the units that are used and can therefore be used to compare series with different units.

Root mean square error
The square root of mean square error. A measure of how much a dependent series varies from its model-predicted level, expressed in the same units as the dependent series.

BIC
Bayesian Information Criterion. A measure for selecting and comparing models based on the -2 reduced log likelihood. Smaller values indicate better models. The BIC also "penalizes" overparameterized models (complex models with a large number of inputs, for example), but more strictly than the AIC.

AIC
Akaike Information Criterion. A measure for selecting and comparing models based on the -2 reduced log likelihood. Smaller values indicate better models. The AIC "penalizes" overparameterized models (complex models with a large number of inputs, for example).

Specify Individual Series
You can specify individual series for which you want output.

• For column-based data, you specify the fields that contain the series that you want. The order of the specified fields defines the order in which they appear in the output.

• For multidimensional data, you specify a particular series by adding an entry to the grid for the metric field that contains the series. You then specify the values of the dimension fields that define the series.
  – You can enter the value for each dimension field directly into the grid or you can select from the list of available dimension values. To select from the list of available dimension values, click the ellipsis button in the cell for the dimension that you want. This action opens the Select Dimension Value subdialog.
  – You can search the list of dimension values, on the Select Dimension Value subdialog, by clicking the binoculars icon and specifying a search term. Spaces are treated as part of the search term. Asterisks (*) in the search term do not indicate wildcard characters.
  – The order of the series in the grid defines the order in which they appear in the output.

For both column-based data and multidimensional data, output is limited to 30 series. This limit includes individual series (inputs or targets) that you specify and targets that are associated with best-fitting models. Individually specified series take precedence over targets that are associated with best-fitting models.
Output Options

These options specify the content of the output. Options in the **Output for targets** group generate output for the targets that are associated with the best-fitting models on the **Series to Display** settings. Options in the **Output for series** group generate output for the individual series that are specified on the **Series to Display** settings.

**Overall model system**

Displays a graphical representation of the causal relations between series in the model system. Tables of both model fit statistics and outliers for the displayed targets are included as part of the output item. When this option is selected in the **Output for series** group, a separate output item is created for each individual series that is specified on the **Series to Display** settings.

Causal relations between series have an associated significance level, where a smaller significance level indicates a more significant connection. You can choose to hide relations with a significance level that is greater than a specified value.

**Model fit statistics and outliers**

Tables of model fit statistics and outliers for the target series that are selected for display. These tables contain the same information as the tables in the Overall Model System visualization. These tables support all standard features for pivoting and editing tables.

**Model effects and model parameters**

Tables of model effects tests and model parameters for the target series that are selected for display. Model effects tests include the F statistic and associated significance value for each input included in the model.

**Impact diagram**

Displays a graphical representation of the causal relations between a series of interest and other series that it affects or that affect it. Series that affect the series of interest are referred to as *causes*. Selecting **Effects** generates an impact diagram that is initialized to display effects. Selecting **Causes** generates an impact diagram that is initialized to display causes. Selecting **Both causes and effects** generates two separate impact diagrams, one that is initialized to causes and one that is initialized to effects. You can interactively toggle between causes and effects in the output item that displays the impact diagram.

You can specify the number of levels of causes or effects to display, where the first level is just the series of interest. Each additional level shows more indirect causes or effects of the series of interest. For example, the third level in the display of effects consists of the series that contain series in the second level as a direct input. Series in the third level are then indirectly affected by the series of interest since the series of interest is a direct input to the series in the second level.

**Series plot**

Plots of observed and predicted values for the target series that are selected for display. When forecasts are requested, the plot also shows the forecasted values and the confidence intervals for the forecasts.

**Residuals plot**

Plots of the model residuals for the target series that are selected for display.

**Top inputs**

Plots of each displayed target, over time, along with the top 3 inputs for the target. The top inputs are the inputs with the lowest significance value. To accommodate different scales for the inputs and target, the y axis represents the z score for each series.

**Forecast table**

Tables of forecasted values and confidence intervals of those forecasts for the target series that are selected for display.
Outlier root cause analysis
Determines which series are most likely to be the cause of each outlier in a series of interest.
Outlier root cause analysis is done for each target series that is included in the list of individual series on the Series to Display settings.

Output

Interactive outliers table and chart
Table and chart of outliers and root causes of those outliers for each series of interest. The table contains a single row for each outlier. The chart is an impact diagram. Selecting a row in the table highlights the path, in the impact diagram, from the series of interest to the series that most likely causes the associated outlier.

Pivot table of outliers
Table of outliers and root causes of those outliers for each series of interest. This table contains the same information as the table in the interactive display. This table supports all standard features for pivoting and editing tables.

Causal levels
You can specify the number of levels to include in the search for the root causes. The concept of levels that is used here is the same as described for impact diagrams.

Model fit across all models
Histogram of model fit for all models and for selected fit statistics. The following fit statistics are available:

R square
Goodness-of-fit measure of a linear model, sometimes called the coefficient of determination. It is the proportion of variation in the target variable explained by the model. It ranges in value from 0 to 1. Small values indicate that the model does not fit the data well.

Root mean square percentage error
A measure of how much the model-predicted values differ from the observed values of the series. It is independent of the units that are used and can therefore be used to compare series with different units.

Root mean square error
The square root of mean square error. A measure of how much a dependent series varies from its model-predicted level, expressed in the same units as the dependent series.

BIC
Bayesian Information Criterion. A measure for selecting and comparing models based on the -2 reduced log likelihood. Smaller values indicate better models. The BIC also "penalizes" overparameterized models (complex models with a large number of inputs, for example), but more strictly than the AIC.

AIC
Akaike Information Criterion. A measure for selecting and comparing models based on the -2 reduced log likelihood. Smaller values indicate better models. The AIC "penalizes" overparameterized models (complex models with a large number of inputs, for example).

Outliers over time
Bar chart of the number of outliers, across all targets, for each time interval in the estimation period.

Series transformations
Table of any transformations that were applied to the series in the model system. The possible transformations are missing value imputation, aggregation, and distribution.
Estimation Period

By default, the estimation period starts at the time of the earliest observation and ends at the time of the latest observation across all series.

By start and end times

You can specify both the start and end of the estimation period or you can specify just the start or just the end. If you omit the start or the end of the estimation period, the default value is used.

- If the observations are defined by a date/time field, then enter values for start and end in the same format that is used for the date/time field.
- For observations that are defined by cyclic periods, specify a value for each of the cyclic periods fields. Each field is displayed in a separate column.
- If there is a date specification in effect for the active dataset, then you must specify a value for each component (such as Month) of the date specification. Each component is displayed in a separate column.
- When the observations are defined by record order, the start and end of the estimation period are defined by the row number (as displayed in the Data Editor) of the relevant case.

By latest or earliest time intervals

Defines the estimation period as a specified number of time intervals that start at the earliest time interval or end at the latest time interval in the data, with an optional offset. In this context, the time interval refers to the time interval of the analysis. For example, assume that the observations are monthly but the time interval of the analysis is quarters. Specifying Latest and a value of 24 for the Number of time intervals means the latest 24 quarters.

Optionally, you can exclude a specified number of time intervals. For example, specifying the latest 24 time intervals and 1 for the number to exclude means that the estimation period consists of the 24 intervals that precede the last one.

Forecast

The option to Extend records into the future sets the number of time intervals to forecast beyond the end of the estimation period. The time interval in this case is the time interval of the analysis, which is specified on the Data Specifications tab. When forecasts are requested, autoregressive models are automatically built for any input series that are not also targets. These models are then used to generate values for those input series in the forecast period.

Save

Destination Options

You can save both transformations of the data (such as aggregation or imputation of missing values) and new variables (specified on the Save Targets settings) to an IBM SPSS Statistics data file or a new dataset in the current session. Date/time values in the saved data are aligned to the beginning of each time interval, such as the first of the month, and represent the time interval of the analysis for the model system. You can save any new variables to the active dataset only if the observations are defined by a date specification, or record order, and the data are not aggregated.

Save Targets

You can save model predictions, confidence intervals, and residuals as new variables. Each specified target to save generates its own set of new variables, and each new variable contains values for both the estimation and forecast periods. For predicted values, confidence intervals, and noise residuals you can specify the root name to be used as the prefix for the new variables. The full variable name is the concatenation of the root name and the name of the field that
contains the target series. The root name must conform to the rules for valid variable names. The variable name is extended if necessary to avoid variable naming conflicts.

**Indicate cases containing forecasts**
Creates a variable that indicates whether a record contains forecast data. You can specify the variable name. The default is `ForecastIndicator`.

**Targets to save**
Specifies whether new variables are created for all target series in the model system or just the target series that are specified on the **Series to Display** settings.

**Export model system**
Saves the model system to a compressed file archive (.zip file). The model system file can be used by the Temporal Causal Model Forecasting procedure to obtain updated forecasts or to generate any of the available output. It can also be used by the Temporal Causal Model Scenarios procedure to run scenario analysis.

### Interactive Output

The output from temporal causal modeling includes a number of interactive output objects. Interactive features are available by activating (double-clicking) the object in the Output Viewer.

**Overall model system**
Displays the causal relations between series in the model system. All lines that connect a particular target to its inputs have the same color. The thickness of the line indicates the significance of the causal connection, where thicker lines represent a more significant connection. Inputs that are not also targets are indicated with a black square.

- You can display relations for top models, a specified series, all series, or models with no inputs. The top models are the models that meet the criteria that were specified for best-fitting models on the **Series to Display** settings.
- You can generate impact diagrams for one or more series by selecting the series names in the chart, right-clicking, and then choosing Create Impact Diagram from the context menu.
- You can choose to hide causal relations that have a significance level that is greater than a specified value. Smaller significance levels indicate a more significant causal relation.
- You can display relations for a particular series by selecting the series name in the chart, right-clicking, and then choosing Highlight relations for series from the context menu.

**Impact diagram**
Displays a graphical representation of the causal relations between a series of interest and other series that it affects or that affect it. Series that affect the series of interest are referred to as *causes*.

- You can change the series of interest by specifying the name of the series that you want. Double-clicking any node in the impact diagram changes the series of interest to the series associated with that node.
- You can toggle the display between causes and effects and you can change the number of levels of causes or effects to display.
- Single-clicking any node opens a detailed sequence diagram for the series that is associated with the node.

**Outlier root cause analysis**
Determines which series are most likely to be the cause of each outlier in a series of interest.

- You can display the root cause for any outlier by selecting the row for the outlier in the Outliers table. You can also display the root cause by clicking the icon for the outlier in the sequence chart.
- Single-clicking any node opens a detailed sequence diagram for the series that is associated with the node.
**Overall model quality**

Histogram of model fit for all models, for a particular fit statistic. Clicking a bar in the bar chart filters the dot plot so that it displays only the models that are associated with the selected bar. You can find the model for a particular target series in the dot plot by specifying the series name.

**Outlier distribution**

Bar chart of the number of outliers, across all targets, for each time interval in the estimation period. Clicking a bar in the bar chart filters the dot plot so that it displays only the outliers that are associated with the selected bar.

**Note:**

- If you save an output document that contains interactive output from temporal causal modeling and you want to retain the interactive features, then make sure that **Store required model information with the output document** is selected on the Save Output As dialog.
- Some interactive features require that the active dataset is the data that was used to build the temporal causal model system.
Chapter 7. Applying Temporal Causal Models

Applying Temporal Causal Models

Two procedures are available for applying models that were created with the Temporal Causal Modeling procedure. Both procedures require the model system file, which can be saved as part of the Temporal Causal Modeling procedure.

Temporal Causal Model Forecasting

You can use this procedure to obtain forecasts for series for which more current data is available, without rebuilding your models. You can also generate any of the output that is available with the Temporal Causal Modeling procedure.

Temporal Causal Model Scenarios

Use this procedure to investigate how specific values of a particular time series, in a model system, affect the predicted values of the time series that are causally related to it.

Temporal Causal Model Forecasting

The Temporal Causal Model Forecasting procedure loads a model system file that was created by the Temporal Causal Modeling procedure and applies the models to the active dataset. You can use this procedure to obtain forecasts for series for which more current data is available, without rebuilding your models. You can also generate any of the output that is available with the Temporal Causal Modeling procedure.

Assumptions

• The structure of the data in the active dataset, either column-based or multidimensional, must be the same structure that was used when the model system was built. For multidimensional data, the dimension fields must be the same as used to build the model system. Also, the dimension values that were used to build the model system must exist in the active dataset.

• Models are applied to fields in the active dataset with the same names as the fields specified in the model system.

• The field, or fields, that defined the observations when the model system was built must exist in the active dataset. The time interval between observations is assumed to be the same as when the models were built. If the observations were defined by a date specification, then the same date specification must exist in the active dataset. Date specifications are created from the Define Dates dialog or the DATE command.

• The time interval of the analysis and any settings for aggregation, distribution, and missing values are the same as when the models were built.

To Use Temporal Causal Model Forecasting

This feature requires the Statistics Forecasting option.

From the menus, choose:

Analyze > Forecasting > Apply Temporal Causal Models...

1. Enter the file specification for a model system file or click Browse and select a model system file.

   Model system files are created with the Temporal Causal Modeling procedure.

2. Click the option to reestimate models, create forecasts, and generate output.

3. Click Continue.
4. Specify whether you want to use existing model parameters or reestimate model parameters from the data in the active dataset.

5. Specify how far into the future to forecast, or specify not to forecast.

6. Click **Options** to specify the content of the output.

7. Click **Save** to save predictions, and export the updated model system to an external file when model parameters are reestimated.

8. Click **Run** to run the procedure.

### Model Parameters and Forecasts

**Load from model file**

Forecasts are produced by using the model parameters from the model system file, and the data from the active dataset, without reestimating the model parameters. Goodness of fit measures that are displayed in output and used to select best-fitting models are taken from the model system file. The fit measures then reflect the data that was used when each model was developed (or last updated). This option is appropriate for generating forecasts and output from the data that was used to build the model system.

**Reestimate from data**

Model parameters are reestimated by using the data in the active dataset. Reestimation of model parameters does not affect which inputs are included in the model for each target. This option is appropriate when you have new data beyond the original estimation period and you want to generate forecasts or other output with the updated data.

**All observations**

Specifies that the estimation period starts at the time of the earliest observation and ends at the time of the latest observation across all series.

**By start and end times**

You can specify both the start and end of the estimation period or you can specify just the start or just the end. If you omit the start or the end of the estimation period, the default value is used.

- If the observations are defined by a date/time field, then enter values for start and end in the same format that is used for the date/time field.
- For observations that are defined by cyclic periods, specify a value for each of the cyclic periods fields. Each field is displayed in a separate column.
- If there is a date specification in effect for the active dataset, then you must specify a value for each component (such as Month) of the date specification. Each component is displayed in a separate column.
- When the observations are defined by record order, the start and end of the estimation period are defined by the row number (as displayed in the Data Editor) of the relevant case.

**By latest or earliest time intervals**

Defines the estimation period as a specified number of time intervals that start at the earliest time interval or end at the latest time interval in the data, with an optional offset. In this context, the time interval refers to the time interval of the analysis. For example, assume that the observations are monthly but the time interval of the analysis is quarters. Specifying **Latest** and a value of 24 for the **Number of time intervals** means the latest 24 quarters.

Optionally, you can exclude a specified number of time intervals. For example, specifying the latest 24 time intervals and 1 for the number to exclude means that the estimation period consists of the 24 intervals that precede the last one.
Extend records into the future
Sets the number of time intervals to forecast beyond the end of the estimation period. The time interval in this case is the time interval of the analysis. When forecasts are requested, autoregressive models are automatically built for any input series that are not also targets. These models are then used to generate values for those input series in the forecast period to obtain the forecasts for the targets of those inputs.

General Options

Confidence interval width (%)
This setting controls the confidence intervals for both forecasts and model parameters. You can specify any positive value less than 100. By default, a 95% confidence interval is used.

Outlier threshold (%)
An observation is flagged as an outlier if the probability, as calculated from the model, that it is an outlier exceeds this threshold. You can specify a value in the range 50 - 100.

Series to Display

These options specify the series (targets or inputs) for which output is displayed. The content of the output for the specified series is determined by the Output Options settings.

Display targets associated with best-fitting models
By default, output is displayed for the targets that are associated with the 10 best-fitting models, as determined by the R square value. You can specify a different fixed number of best-fitting models or you can specify a percentage of best-fitting models. You can also choose from the following goodness of fit measures:

- **R square**
  Goodness-of-fit measure of a linear model, sometimes called the coefficient of determination. It is the proportion of variation in the target variable explained by the model. It ranges in value from 0 to 1. Small values indicate that the model does not fit the data well.

- **Root mean square percentage error**
  A measure of how much the model-predicted values differ from the observed values of the series. It is independent of the units that are used and can therefore be used to compare series with different units.

- **Root mean square error**
  The square root of mean square error. A measure of how much a dependent series varies from its model-predicted level, expressed in the same units as the dependent series.

- **BIC**
  Bayesian Information Criterion. A measure for selecting and comparing models based on the -2 reduced log likelihood. Smaller values indicate better models. The BIC also "penalizes" overparameterized models (complex models with a large number of inputs, for example), but more strictly than the AIC.

- **AIC**
  Akaike Information Criterion. A measure for selecting and comparing models based on the -2 reduced log likelihood. Smaller values indicate better models. The AIC "penalizes" overparameterized models (complex models with a large number of inputs, for example).

Specify Individual Series

You can specify individual series for which you want output.

- For column-based data, you specify the fields that contain the series that you want. The order of the specified fields defines the order in which they appear in the output.

- For multidimensional data, you specify a particular series by adding an entry to the grid for the metric field that contains the series. You then specify the values of the dimension fields that define the series.
You can enter the value for each dimension field directly into the grid or you can select from the list of available dimension values. To select from the list of available dimension values, click the ellipsis button in the cell for the dimension that you want. This action opens the Select Dimension Value subdialog.

You can search the list of dimension values, on the Select Dimension Value subdialog, by clicking the binoculars icon and specifying a search term. Spaces are treated as part of the search term. Asterisks (*) in the search term do not indicate wildcard characters.

The order of the series in the grid defines the order in which they appear in the output.

For both column-based data and multidimensional data, output is limited to 30 series. This limit includes individual series (inputs or targets) that you specify and targets that are associated with best-fitting models. Individually specified series take precedence over targets that are associated with best-fitting models.

Output Options

These options specify the content of the output. Options in the Output for targets group generate output for the targets that are associated with the best-fitting models on the Series to Display settings. Options in the Output for series group generate output for the individual series that are specified on the Series to Display settings.

Overall model system

Displays a graphical representation of the causal relations between series in the model system. Tables of both model fit statistics and outliers for the displayed targets are included as part of the output item. When this option is selected in the Output for series group, a separate output item is created for each individual series that is specified on the Series to Display settings.

Causal relations between series have an associated significance level, where a smaller significance level indicates a more significant connection. You can choose to hide relations with a significance level that is greater than a specified value.

Model fit statistics and outliers

Tables of model fit statistics and outliers for the target series that are selected for display. These tables contain the same information as the tables in the Overall Model System visualization. These tables support all standard features for pivoting and editing tables.

Model effects and model parameters

Tables of model effects tests and model parameters for the target series that are selected for display. Model effects tests include the F statistic and associated significance value for each input included in the model.

Impact diagram

Displays a graphical representation of the causal relations between a series of interest and other series that it affects or that affect it. Series that affect the series of interest are referred to as causes. Selecting Effects generates an impact diagram that is initialized to display effects. Selecting Causes generates an impact diagram that is initialized to display causes. Selecting Both causes and effects generates two separate impact diagrams, one that is initialized to causes and one that is initialized to effects. You can interactively toggle between causes and effects in the output item that displays the impact diagram.

You can specify the number of levels of causes or effects to display, where the first level is just the series of interest. Each additional level shows more indirect causes or effects of the series of interest. For example, the third level in the display of effects consists of the series that contain series in the second level as a direct input. Series in the third level are then indirectly affected by the series of interest since the series of interest is a direct input to the series in the second level.
Series plot
Plots of observed and predicted values for the target series that are selected for display. When forecasts are requested, the plot also shows the forecasted values and the confidence intervals for the forecasts.

Residuals plot
Plots of the model residuals for the target series that are selected for display.

Top inputs
Plots of each displayed target, over time, along with the top 3 inputs for the target. The top inputs are the inputs with the lowest significance value. To accommodate different scales for the inputs and target, the y axis represents the z score for each series.

Forecast table
Tables of forecasted values and confidence intervals of those forecasts for the target series that are selected for display.

Outlier root cause analysis
Determines which series are most likely to be the cause of each outlier in a series of interest. Outlier root cause analysis is done for each target series that is included in the list of individual series on the Series to Display settings.

Output

Interactive outliers table and chart
Table and chart of outliers and root causes of those outliers for each series of interest. The table contains a single row for each outlier. The chart is an impact diagram. Selecting a row in the table highlights the path, in the impact diagram, from the series of interest to the series that most likely causes the associated outlier.

Pivot table of outliers
Table of outliers and root causes of those outliers for each series of interest. This table contains the same information as the table in the interactive display. This table supports all standard features for pivoting and editing tables.

Causal levels
You can specify the number of levels to include in the search for the root causes. The concept of levels that is used here is the same as described for impact diagrams.

Model fit across all models
Histogram of model fit for all models and for selected fit statistics. The following fit statistics are available:

R square
Goodness-of-fit measure of a linear model, sometimes called the coefficient of determination. It is the proportion of variation in the target variable explained by the model. It ranges in value from 0 to 1. Small values indicate that the model does not fit the data well.

Root mean square percentage error
A measure of how much the model-predicted values differ from the observed values of the series. It is independent of the units that are used and can therefore be used to compare series with different units.

Root mean square error
The square root of mean square error. A measure of how much a dependent series varies from its model-predicted level, expressed in the same units as the dependent series.

BIC
Bayesian Information Criterion. A measure for selecting and comparing models based on
the -2 reduced log likelihood. Smaller values indicate better models. The BIC also "penalizes" overparameterized models (complex models with a large number of inputs, for example), but more strictly than the AIC.

**AIC**  
Akaike Information Criterion. A measure for selecting and comparing models based on the -2 reduced log likelihood. Smaller values indicate better models. The AIC "penalizes" overparameterized models (complex models with a large number of inputs, for example).

**Outliers over time**  
Bar chart of the number of outliers, across all targets, for each time interval in the estimation period.

**Series transformations**  
Table of any transformations that were applied to the series in the model system. The possible transformations are missing value imputation, aggregation, and distribution.

**Save**

**Save Targets**  
You can save model predictions, confidence intervals, and residuals as new variables. Each specified target to save generates its own set of new variables, and each new variable contains values for both the estimation and forecast periods. For predicted values, confidence intervals, and noise residuals you can specify the root name to be used as the prefix for the new variables. The full variable name is the concatenation of the root name and the name of the field that contains the target series. The root name must conform to the rules for valid variable names. The variable name is extended if necessary to avoid variable naming conflicts.

**Indicate cases containing forecasts**  
Creates a variable that indicates whether a record contains forecast data. You can specify the variable name. The default is `ForecastIndicator`.

**Targets to save**  
Specifies whether new variables are created for all target series in the model system or just the target series that are specified on the **Series to Display** settings.

**Destination Options**  
You can save both transformations of the data (such as aggregation or imputation of missing values) and new variables (specified on the **Save Targets** settings) to an IBM SPSS Statistics data file or a new dataset in the current session. Date/time values in the saved data are aligned to the beginning of each time interval, such as the first of the month, and represent the time interval of the analysis for the model system. You can save any new variables to the active dataset only if the observations are defined by a date specification, or record order, and the data are not aggregated.

**Export model system**  
Saves the model system to a compressed file archive (.zip file). The model system file can be reused by this procedure. It can also be used by the Temporal Causal Model Scenarios procedure to run scenario analysis. This option is only available when model parameters are reestimated.

---

**Temporal Causal Model Scenarios**

The Temporal Causal Model Scenarios procedure runs user-defined scenarios for a temporal causal model system, with the data from the active dataset. A scenario is defined by a time series, that is referred to as the **root series**, and a set of user-defined values for that series over a specified time range. The specified values are then used to generate predictions for the time series that are affected by the root series. The procedure requires a model system file that was created by the Temporal Causal Modeling procedure. It is assumed that the active dataset is the same data as was used to create the model system file.
Example

Using the Temporal Causal Modeling procedure, a business decision maker discovered a key metric that affects a number of important performance indicators. The metric is controllable, so the decision maker wants to investigate the effect of various sets of values for the metric over the next quarter. The investigation is easily done by loading the model system file into the Temporal Causal Model Scenarios procedure and specifying the sets of values for the key metric.

To Run Temporal Causal Model Scenarios

This feature requires the Statistics Forecasting option.

From the menus, choose:

Analyze > Forecasting > Apply Temporal Causal Models...

1. Enter the file specification for a model system file or click Browse and select a model system file. Model system files are created with the Temporal Causal Modeling procedure.
2. Click the option to run scenarios.
3. Click Continue.
4. On the Scenarios tab (in the Temporal Causal Model Scenarios dialog), click Define Scenario Period and specify the scenario period.
5. For column-based data, click Add Scenario to define each scenario. For multidimensional data, click Add Scenario to define each individual scenario, and click Add Scenario Group to define each scenario group.
6. Click Options to specify the content of the output and to specify the breadth of the series that will be affected by the scenario.
7. Click Run to run the procedure.

Defining the Scenario Period

The scenario period is the period over which you specify the values that are used to run your scenarios. It can start before or after the end of the estimation period. You can optionally specify to predict beyond the end of the scenario period. By default, predictions are generated through the end of the scenario period. All scenarios use the same scenario period and specifications for how far to predict.

Note: Predictions start at the first time point after the beginning of the scenario period. For example, if the scenario period starts on 2014-11-01 and the time interval is months, then the first prediction is for 2014-12-01.

Specify by start, end and predict through times

- If the observations are defined by a date/time field, then enter values for start, end, and predict through in the same format that is used for the date/time field. Values for date/time fields are aligned to the beginning of the associated time interval. For example, if the time interval of the analysis is months, then the value 10/10/2014 is adjusted to 10/01/2014, which is the beginning of the month.
- For observations that are defined by cyclic periods, specify a value for each of the cyclic periods fields. Each field is displayed in a separate column.
- If there is a date specification in effect for the active dataset, then you must specify a value for each component (such as Month) of the date specification. Each component is displayed in a separate column.
- When the observations are defined by record order, start, end, and predict through are defined by the row number (as displayed in the Data Editor) of the relevant case.

Specify by time intervals relative to end of estimation period
Defines start and end in terms of the number of time intervals relative to the end of the estimation period, where the time interval is the time interval of the analysis. The end of the estimation period is defined as time interval 0. Time intervals before the end of the estimation period have negative values and intervals after the end of the estimation period have positive values. You can also specify how many intervals to predict beyond the end of the scenario period. The default is 0.

For example, assume that the time interval of the analysis is months and that you specify 1 for starting interval, 3 for ending interval, and 1 for how far to predict beyond that. The scenario period is then the 3 months that follow the end of the estimation period. Predictions are generated for the second and third month of the scenario period and for 1 more month past the end of the scenario period.

Adding Scenarios and Scenario Groups

The Scenarios tab specifies the scenarios that are to be run. To define scenarios, you must first define the scenario period by clicking Define Scenario Period. Scenarios and scenario groups (applies only to multidimensional data) are created by clicking the associated Add Scenario or Add Scenario Group button. By selecting a particular scenario or scenario group in the associated grid, you can edit it, make a copy of it, or delete it.

Column-based data

The Root field column in the grid specifies the time series field whose values are replaced with the scenario values. The Scenario values column displays the specified scenario values in the order of earliest to latest. If the scenario values are defined by an expression, then the column displays the expression.

Multidimensional data

Individual Scenarios

Each row in the Individual Scenarios grid specifies a time series whose values are replaced by the specified scenario values. The series is defined by the combination of the field that is specified in the Root Metric column and the specified value for each of the dimension fields. The content of the Scenario values column is the same as for column-based data.

Scenario Groups

A scenario group defines a set of scenarios that are based on a single root metric field and multiple sets of dimension values. Each set of dimension values (one value per dimension field), for the specified metric field, defines a time series. An individual scenario is then generated for each such time series, whose values are then replaced by the scenario values. Scenario values for a scenario group are specified by an expression, which is then applied to each time series in the group.

The Series Count column displays the number of sets of dimension values that are associated with a scenario group. The displayed value can be larger than the actual number of time series that are associated with the scenario group (one series per set). This condition occurs when some of the specified combinations of dimension values do not correspond to series contained by the root metric for the group.

As an example of a scenario group, consider a metric field advertising and two dimension fields region and brand. You can define a scenario group that is based on advertising as the root metric and that includes all combinations of region and brand. You might then specify advertising*1.2 as the expression to investigate the effect of increasing advertising by 20 percent for each of the time series that are associated with the advertising field. If there are 4 values of region and 2 values of brand, then there are 8 such time series and thus 8 scenarios defined by the group.

Scenario Definition

Settings for defining a scenario depend on whether your data are column-based or multidimensional.
Root series

Specifications the root series for the scenario. Each scenario is based on a single root series. For column-based data, you select the field that defines the root series. For multidimensional data, you specify the root series by adding an entry to the grid for the metric field that contains the series. You then specify the values of the dimension fields that define the root series. The following apply to specifying the dimension values:

- You can enter the value for each dimension field directly into the grid or you can select from the list of available dimension values. To select from the list of available dimension values, click the ellipsis button in the cell for the dimension that you want. This action opens the Select Dimension Value subdialog.
- You can search the list of dimension values, on the Select Dimension Value subdialog, by clicking the binoculars icon and specifying a search term. Spaces are treated as part of the search term. Asterisks (*) in the search term do not indicate wildcard characters.

Specify affected targets

Use this option when you know specific targets that are affected by the root series and you want to investigate the effects on those targets only. By default, targets that are affected by the root series are automatically determined. You can specify the breadth of the series that are affected by the scenario with settings on the Options tab.

For column-based data, select the targets that you want. For multidimensional data, you specify target series by adding an entry to the grid for the target metric field that contains the series. By default, all series that are contained in the specified metric field are included. You can customize the set of included series by customizing the included values for one or more of the dimension fields. To customize the dimension values that are included, click the ellipsis button for the dimension that you want. This action opens the Select Dimension Values dialog.

The Series Count column (for multidimensional data) displays the number of sets of dimension values that are currently specified for the associated target metric. The displayed value can be larger than the actual number of affected target series (one series per set). This condition occurs when some of the specified combinations of dimension values do not correspond to series contained by the associated target metric.

Scenario ID

Each scenario must have a unique identifier. The identifier is displayed in output that is associated with the scenario. There are no restrictions, other than uniqueness, on the value of the identifier.

Specify scenario values for root series

Use this option to specify explicit values for the root series in the scenario period. You must specify a numeric value for each time interval that is listed in the grid. You can obtain the values of the root series (actual or forecasted) for each interval in the scenario period by clicking Read, Forecast, or Read\Forecast.

Specify expression for scenario values for root series

You can define an expression for computing the values of the root series in the scenario period. You can enter the expression directly or click the calculator button and create the expression from the Scenario Values Expression Builder.

- The expression can contain any target or input in the model system.
- When the scenario period extends beyond the existing data, the expression is applied to forecasted values of the fields in the expression.
- For multidimensional data, each field in the expression specifies a time series that is defined by the field and the dimension values that were specified for the root metric. It is those time series that are used to evaluate the expression.

As an example, assume that the root field is advertising and the expression is advertising*1.2. The values for advertising that are used in the scenario represent a 20 percent increase over the existing values.
Note: Scenarios are created by clicking Add Scenario on the Scenarios tab.

Scenario Values Expression Builder: Use the Scenario Values Expression Builder to create an expression that is used to compute scenario values for a single scenario or a scenario group. To build an expression, either paste components into the Expression field or type directly in the Expression field.

- The expression can contain any target or input in the model system.
- You can paste functions by selecting a group from the Function group list and double-clicking the function in the Functions list (or select the function and click the arrow adjacent to the Function group list). Enter any parameters indicated by question marks. The function group labeled All provides a listing of all available functions. A brief description of the currently selected function is displayed in a reserved area in the dialog box.
- String constants must be enclosed in quotation marks.
- If values contain decimals, a period (.) must be used as the decimal indicator.

To access the Scenario Values Expression Builder, click the calculator button on the Scenario Definition or Scenario Group Definition dialog.

Select Dimension Values: For multidimensional data, you can customize the dimension values that define the targets that are affected by a scenario or scenario group. You can also customize the dimension values that define the set of root series for a scenario group.

All values
   Specifies that all values of the current dimension field are included. This option is the default.

Select values
   Use this option to specify the set of values for the current dimension field. You can filter the set of values from which to choose. Values that meet the filter condition appear in the Matched tab and values that do not meet the filter condition appear in the Unmatched tab of the Unselected values list. The All tab lists all unselected values, regardless of any filter condition.
   - You can use asterisks (*) to indicate wildcard characters when you specify a filter.
   - To clear the current filter, specify an empty value for the search term on the Filter Displayed Values dialog.

To customize dimension values for affected targets:
1. From the Scenario Definition or Scenario Group Definition dialog, select the target metric for which you want to customize dimension values.
2. Click the ellipsis button in the column for the dimension that you want to customize.

To customize dimension values for the root series of a scenario group:
1. From the Scenario Group Definition dialog, click the ellipsis button (in the root series grid) for the dimension that you want to customize.

Scenario Group Definition

Root Series
   Specifies the set of root series for the scenario group. An individual scenario is generated for each time series in the set. You specify the root series by adding an entry to the grid for the metric field that contains the series that you want. You then specify the values of the dimension fields that define the set. By default, all series that are contained in the specified root metric field are included. You can customize the set of included series by customizing the included values for one or more of the dimension fields. To customize the dimension values that are included, click the ellipsis button for a dimension. This action opens the Select Dimension Values dialog.

   The Series Count column displays the number of sets of dimension values that are currently included for the associated root metric. The displayed value can be larger than the actual number
of root series for the scenario group (one series per set). This condition occurs when some of the specified combinations of dimension values do not correspond to series contained by the root metric.

**Specify affected target series**

Use this option when you know specific targets that are affected by the set of root series and you want to investigate the effects on those targets only. By default, targets that are affected by each root series are automatically determined. You can specify the breadth of the series that are affected by each individual scenario with settings on the Options tab.

You specify target series by adding an entry to the grid for the metric field that contains the series. By default, all series that are contained in the specified metric field are included. You can customize the set of included series by customizing the included values for one or more of the dimension fields. To customize the dimension values that are included, click the ellipsis button for the dimension that you want. This action opens the Select Dimension Values dialog.

The **Series Count** column displays the number of sets of dimension values that are currently specified for the associated target metric. The displayed value can be larger than the actual number of affected target series (one series per set). This condition occurs when some of the specified combinations of dimension values do not correspond to series contained by the associated target metric.

**Scenario ID prefix**

Each scenario group must have a unique prefix. The prefix is used to construct an identifier that is displayed in output that is associated with each individual scenario in the scenario group. The identifier for an individual scenario is the prefix, followed by an underscore, followed by the value of each dimension field that identifies the root series. The dimension values are separated by underscores. There are no restrictions, other than uniqueness, on the value of the prefix.

**Expression for scenario values for root series**

Scenario values for a scenario group are specified by an expression, which is then used to compute the values for each of the root series in the group. You can enter an expression directly or click the calculator button and create the expression from the Scenario Values Expression Builder.

- The expression can contain any target or input in the model system.
- When the scenario period extends beyond the existing data, the expression is applied to forecasted values of the fields in the expression.
- For each root series in the group, the fields in the expression specify time series that are defined by those fields and the dimension values that define the root series. It is those time series that are used to evaluate the expression. For example, if a root series is defined by `region='north'` and `brand='X'`, then the time series that are used in the expression are defined by those same dimension values.

As an example, assume that the root metric field is `advertising` and that there are two dimension fields `region` and `brand`. Also, assume that the scenario group includes all combinations of the dimension field values. You might then specify `advertising*1.2` as the expression to investigate the effect of increasing `advertising` by 20 percent for each of the time series that are associated with the `advertising` field.

**Note:** Scenario groups apply to multidimensional data only and are created by clicking **Add Scenario Group** on the Scenarios tab.

**Options**

**Maximum level for affected targets**

Specifies the maximum number of levels of affected targets. Each successive level, up to the maximum of 5, includes targets that are more indirectly affected by the root series. Specifically, the first level includes targets that have the root series as a direct input. Targets in the second
level have targets in the first level as a direct input, and so on. Increasing the value of this setting increases the complexity of the computation and might affect performance.

**Maximum auto-detected targets**

Specifies the maximum number of affected targets that are automatically detected for each root series. Increasing the value of this setting increases the complexity of the computation and might affect performance.

**Impact diagram**

Displays a graphical representation of the causal relations between the root series for each scenario and the target series that it affects. Tables of both the scenario values and the predicted values for the affected targets are included as part of the output item. The graph includes plots of the predicted values of the affected targets. Single-clicking any node in the impact diagram opens a detailed sequence diagram for the series that is associated with the node. A separate impact diagram is generated for each scenario.

**Series plots**

Generates series plots of the predicted values for each of the affected targets in each scenario.

**Forecast and scenario tables**

Tables of predicted values and scenario values for each scenario. These tables contain the same information as the tables in the impact diagram. These tables support all standard features for pivoting and editing tables.

**Include confidence intervals in plots and tables**

Specifies whether confidence intervals for scenario predictions are included in both chart and table output.

**Confidence interval width (%)**

This setting controls the confidence intervals for the scenario predictions. You can specify any positive value less than 100. By default, a 95% confidence interval is used.
Chapter 8. Goodness-of-Fit Measures

This section provides definitions of the goodness-of-fit measures used in time series modeling.

- **Stationary R-squared.** A measure that compares the stationary part of the model to a simple mean model. This measure is preferable to ordinary R-squared when there is a trend or seasonal pattern. Stationary R-squared can be negative with a range of negative infinity to 1. Negative values mean that the model under consideration is worse than the baseline model. Positive values mean that the model under consideration is better than the baseline model.

- **R-squared.** An estimate of the proportion of the total variation in the series that is explained by the model. This measure is most useful when the series is stationary. R-squared can be negative with a range of negative infinity to 1. Negative values mean that the model under consideration is worse than the baseline model. Positive values mean that the model under consideration is better than the baseline model.

- **RMSE.** Root Mean Square Error. The square root of mean square error. A measure of how much a dependent series varies from its model-predicted level, expressed in the same units as the dependent series.

- **MAPE.** Mean Absolute Percentage Error. A measure of how much a dependent series varies from its model-predicted level. It is independent of the units used and can therefore be used to compare series with different units.

- **MAE.** Mean absolute error. Measures how much the series varies from its model-predicted level. MAE is reported in the original series units.

- **MaxAPE.** Maximum Absolute Percentage Error. The largest forecasted error, expressed as a percentage. This measure is useful for imagining a worst-case scenario for your forecasts.

- **MaxAE.** Maximum Absolute Error. The largest forecasted error, expressed in the same units as the dependent series. Like MaxAPE, it is useful for imagining the worst-case scenario for your forecasts. Maximum absolute error and maximum absolute percentage error may occur at different series points—for example, when the absolute error for a large series value is slightly larger than the absolute error for a small series value. In that case, the maximum absolute error will occur at the larger series value and the maximum absolute percentage error will occur at the smaller series value.

- **Normalized BIC.** Normalized Bayesian Information Criterion. A general measure of the overall fit of a model that attempts to account for model complexity. It is a score based upon the mean square error and includes a penalty for the number of parameters in the model and the length of the series. The penalty removes the advantage of models with more parameters, making the statistic easy to compare across different models for the same series.
Chapter 9. Outlier Types

This section provides definitions of the outlier types used in time series modeling.

- **Additive.** An outlier that affects a single observation. For example, a data coding error might be identified as an additive outlier.

- **Level shift.** An outlier that shifts all observations by a constant, starting at a particular series point. A level shift could result from a change in policy.

- **Innovational.** An outlier that acts as an addition to the noise term at a particular series point. For stationary series, an innovational outlier affects several observations. For nonstationary series, it may affect every observation starting at a particular series point.

- **Transient.** An outlier whose impact decays exponentially to 0.

- **Seasonal additive.** An outlier that affects a particular observation and all subsequent observations separated from it by one or more seasonal periods. All such observations are affected equally. A seasonal additive outlier might occur if, beginning in a certain year, sales are higher every January.

- **Local trend.** An outlier that starts a local trend at a particular series point.

- **Additive patch.** A group of two or more consecutive additive outliers. Selecting this outlier type results in the detection of individual additive outliers in addition to groups of them.
Chapter 10. Guide to ACF/PACF Plots

The plots shown here are those of pure or theoretical ARIMA processes. Here are some general guidelines for identifying the process:

- Nonstationary series have an ACF that remains significant for half a dozen or more lags, rather than quickly declining to 0. You must difference such a series until it is stationary before you can identify the process.
- Autoregressive processes have an exponentially declining ACF and spikes in the first one or more lags of the PACF. The number of spikes indicates the order of the autoregression.
- Moving average processes have spikes in the first one or more lags of the ACF and an exponentially declining PACF. The number of spikes indicates the order of the moving average.
- Mixed (ARMA) processes typically show exponential declines in both the ACF and the PACF.

At the identification stage, you do not need to worry about the sign of the ACF or PACF, or about the speed with which an exponentially declining ACF or PACF approaches 0. These depend upon the sign and actual value of the AR and MA coefficients. In some instances, an exponentially declining ACF alternates between positive and negative values.

ACF and PACF plots from real data are never as clean as the plots shown here. You must learn to pick out what is essential in any given plot. Always check the ACF and PACF of the residuals, in case your identification is wrong. Bear in mind that:

- Seasonal processes show these patterns at the seasonal lags (the multiples of the seasonal period).
- You are entitled to treat nonsignificant values as 0. That is, you can ignore values that lie within the confidence intervals on the plots. You do not have to ignore them, however, particularly if they continue the pattern of the statistically significant values.
- An occasional autocorrelation will be statistically significant by chance alone. You can ignore a statistically significant autocorrelation if it is isolated, preferably at a high lag, and if it does not occur at a seasonal lag.

Consult any text on ARIMA analysis for a more complete discussion of ACF and PACF plots.

Table 3. ARIMA(0,0,1), q>0

<table>
<thead>
<tr>
<th>ACF</th>
<th>PACF</th>
</tr>
</thead>
<tbody>
<tr>
<td>![ACF Chart]</td>
<td>![PACF Chart]</td>
</tr>
</tbody>
</table>
Table 4. ARIMA(0,0,1), q<0

<table>
<thead>
<tr>
<th>ACF</th>
<th>PACF</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="ACF" /></td>
<td><img src="image" alt="PACF" /></td>
</tr>
</tbody>
</table>

ARIMA(0,0,2), q>0

<table>
<thead>
<tr>
<th>ACF</th>
<th>PACF</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="ACF" /></td>
<td><img src="image" alt="PACF" /></td>
</tr>
</tbody>
</table>

Table 5. ARIMA(1,0,0), f>0

<table>
<thead>
<tr>
<th>ACF</th>
<th>PACF</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="ACF" /></td>
<td><img src="image" alt="PACF" /></td>
</tr>
</tbody>
</table>
Table 6. ARIMA(1,0,0), f<0

ARIMA(1,0,1), <0, >0

ARIMA(2,0,0), 1 2>0
Table 7. ARIMA(0,1,0) (integrated series)
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Expert Modeler | 5 |
| exponential smoothing | 5, 8 |
| fit values | 12 |
| forecast period | 5, 14 |
| forecasts | 11, 12 |
| goodness-of-fit statistics | 11, 12 |
| missing values | 14 |
| model names | 14 |
| model parameters | 11 |
| new variable names | 13 |
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| delay | 10 |
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| numerator orders | 10 |
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| in Time Series Modeler | 7, 11 |

**V**

validation period | 2 |
| variable names | |
| in Apply Time Series Models | 21 |
| in Time Series Modeler | 13 |

**W**

Winters’ exponential smoothing model

additive | 8 |
| multiplicative | 8 |

**X**

XML

saving reestimated models in XML | 21 |
| saving time series models in XML | 13 |